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Abstract— We propose a vision-based inertial system that
overcomes the problems associated with slow update rates in
navigation systems based on high-resolution cameras. Due to
bandwidth limitations in current camera interfaces, like Firewire
or USB, an increase in the camera resolution results in a
drop of the effective frame-rate from the sensor. This increases
the correspondence problem for point features in consecutive
images due to significant motion of the features. We solve the
correspondence problem for very significant motion of point
features between consecutive images by analyzing the motion
blur to estimate the current motion parameters.

The proposed algorithm can be used to track the position of
point features in video images originating from slow frame-rate
cameras. The system is validated on real images from a camera
moved by a mobile system, but it can be used for any type of
motion ranging from flying systems to mobile robots operating
in outdoor or indoor environments.

I. MOTIVATION

Localization is an essential task in majority of applications
that involve a sensor moving in space. In a typical navigation
task, the 6DoF motion parameters are reconstructed from
changes in the projection of physical points in the world in
consecutive images taken from a video camera [8] or a laser
scanner [10].
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Fig. 1. Information flow in a typical navigation system.

In our case, a typical system used for navigation and
3D reconstruction consists of a laser scanner and a camera
system (Fig. 1). The system estimates the motion parameters
in a Kalman Filter [13] from a configurable set of sensors. A
minimum system configuration consists of a video camera, but

its performance can be enhanced by adding additional sensors
like inertial units and other sensor types.

In case of an operation in an unknown environment, the
system needs to reconstruct a 3D model of the environment in
parallel to the localization task to use it as a reference for lo-
calization (SLAM - Simultaneous Localization and Mapping).
In many applications, a high accuracy of the reconstructed
model is required and this implies an accurate localization in
all 6DoF.

The localization is based on motion of the corresponding
feature points in consecutive frames. The challenge is to
robustly identify these points. The motion of the camera
relative to the environment results in a depth-dependent motion
of the projected points in the camera image. A projected
point is represented by its image coordinates as p = (u, v)T .
Typically, the largest motion in the image results from a
rotation around the focal point or a translation parallel to the
image plane. In this case, the horizontal motion ∆u (in pixels)
of a projection of a point P = (X,Y,Z)T corresponds to a
3D horizontal motion by ∆X . This relation is described by

∆u = ∆X · f

px · Z (1)

with px being the pixel-size and f being the focal length of the
camera. We assume a pin-hole camera model here [9]. We can
see in (1) that the motion ∆X in 3D is scaled by the intrinsic
camera parameters, where high-resolution cameras with small
pixel-size px result in a larger motion in the image ∆u.
Features close to the camera (small Z) experience also a larger
motion in the projection. Additionally, the parameter ∆X =
v∆t grows with the increasing sampling time ∆t between the
frames given a constant speed v.

In case of a high-resolution camera, the frame-rate can
drop to 15, 7.5 or even less frames per second. This results
in large displacements between corresponding points in the
video stream making the matching more difficult. The search
window for possible corresponding points becomes intolerably
large reducing the real-time capability of the algorithm. The
position of a tracked feature can range from its previous
position for a resting system to a position modified by the max-
imum possible motion ∆X (∆u). This makes the matching
more ambiguous, because many similar features may appear
in the search region.
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For slow frame-rates, the search window can be restricted
significantly by estimating the motion of the camera. The
motion estimation is done by a Kalman Filter that estimates the
position and velocity parameters from sensor readings in the
system. Depending on the system costs, the system may oper-
ate in different configurations ranging from a single monocular
camera to a system equipped with multiple sensors, like
inertial sensor (IMU), that support better the search for corre-
sponding points. In case of the reduced system configuration
with just a camera, the filter estimates the velocity values from
position updates between consecutive frames. This method
predicts a future position based on the past motion assuming
a smooth change in motion parameters. Sudden changes in
the direction of motion cannot be predicted correctly. They
require to enlarge the search window for corresponding points
to compensate for these unexpected changes.

An addition of an inertial unit (IMU) to the system sim-
plifies this problem by adding motion information about the
current change between two image frames (Fig. 1). This allows
a robust tracking under significant rotations or translations
between the images. An inertial unit operating accurately in
6DoF increases the system costs significantly. We suggest in
this paper a cost efficient replacement with a video camera. It
uses the motion blur effect to predict the motion of the system
between the high-resolution acquisitions (Fig. 2).

Fig. 2. High-speed shutter and low-speed shutter image of a scene taken
from a moving camera.

This usually undesired effect of the motion blur helps here
to decide the motion of the camera over a longer period of
time helping to maintain the correct point correspondences
between images.

II. RELATED WORK

In many cases when a scene is observed by a camera there
exists motion created either by the movement of the camera
or by the independent movement of objects in the scene.
In both cases, the goal is to assign a velocity vector D to
each visible point in the scene. Such an assignment is called
the velocity map. In general, it is impossible to infer from
one view the velocity map, however, most motion estimation
algorithms calculate the projection of the velocity map onto the
imaging surface. A large number of different algorithms have
been developed in order to solve this problem. Most motion
estimation algorithms consider optical flow with displacements
of only a few pixels per frame. Also, most of these algorithms
work on a series of images by calculating the displacement

of every pixel from image to image ignoring any information
about motion that exists within each single image.

One of the first papers on motion estimation from images is
the paper of Horn and Schunck in 1980 [5]. The algorithm in
this paper can be defined as a differential method. It assumes
that the brightness in any particular point in the scene is
constant. The velocity constraints are derived from the constant
brightness constraint and the smoothness assumption.

In 1988, Aggarwal and Nandhakumar presented a review
paper [1] on the calculation of motion. In this paper, they
divide the methods used to solve the problem into two different
categories: the feature based methods and the optical flow
methods. The feature based methods compute the velocities
in the scene only in some areas of the image where features,
like lines, points or edges, have already been found. Although
this kind of method does not generate a continuous field, it is
faster and it estimates the velocity of an object by extrapolating
from the velocities at its boundary. In general, this approach
assumes that all the objects in the scene are rigid and that
their movement consists of a translation and a rotation. The
algorithms in this class try to define the motion that exists in
the scene based on a set of features. Therefore, they use a set
of lines and/or points that match during the series of images
and calculate the velocities. Variations exist considering the
number of features and the number of consecutive images
used.

The main difference between these two types of approaches
is that the feature based methods require the existence of
a match of features among consecutive images before the
algorithm is applied. The optical flow methods do not need any
feature correspondence to be established. Another difference
is that optical flow techniques are very sensitive to noise and
this makes their application to real world situations difficult.

In 1992, Barron, Fleet and Beauchemin made a quantitative
analysis of the different algorithms that exist for solving the
optical flow problem [4]. There are four different categories
according to this analysis: one is the differential method, which
starts with the Horn and Schunck algorithm and continues
with the Lucas and Kanade algorithm. The other category
is a region based method where a correlation type algorithm
of Anandan [6] is used, which is iterative and calculates the
optical flow from a coarser to finer result. The third category
is an energy based approach, which is using the output of
velocity tuned filters with the calculations in the frequency
space.

In opposite to these approaches, we propose an new ap-
proach to the problem of visual motion estimation. The algo-
rithm is based on interpreting the motion blur to estimate the
optical flow field in a single image and to use this information
to predict the position of the tracked features in consecutive
images of a video stream. The motion estimation is not used
to estimate the 3D motion in the environment. It merely helps
to reduce the search areas for corresponding landmarks.

The remainder of this paper is structured as follows. In
Section II, we compare our system to other systems based on
motion effects in images for motion estimation. In Section III,



we present two alternatives how to estimate the motion pa-
rameters from the motion blur. In Section III-B, we present a
conventional method to estimate motion parameters from the
Power Spectrum of the point spread function (PSF) followed
by an alternative approach that uses point feature traces to
estimate the motion directly in the image domain (Section III-
C). We conclude in Section V with an evaluation of the
presented system and we outline our future goals.

III. APPROACH

We propose a solution to robust estimation of correspon-
dences between camera images taken at a very slow frame-
rate. As we mentioned already in Section I, we propose to
replace an expensive inertial unit with a standard video camera
operating with a slow shutter speed. We use a daylight filter
to reduce the brightness of the scene to prevent the CCD
chip from over-saturating during operations under bright light
conditions, since we need to switch the camera to a long
exposure time.

A. Underlying Motion Estimation

In our global navigation approach, we track natural land-
marks using their image position to calculate the pose changes
of the camera. The system does not depend on any specific
tracking algorithm, and has been used with a variety of track-
ing algorithms relying on color, pattern or depth information
encoded in the image. These algorithms are discussed in
[12]. The only assumption is that the result of tracking a
landmark is reported as a position of a fixed point of a target
in the image. The proposed extension allows to establish the
correct correspondences even with very long time intervals
between the image acquisitions. The scope of this paper is an
enhancement of the tracking to cope with the low update rates.
Details of the navigation system are described in [7] in more
detail.

There have been a number of papers on the process of
selecting useful feature points or natural markers in image
data [14], [15], [16], [17], [18], [19], [20].

The key problem is to estimate the motion of the camera as
it observes the scene. Several approaches have been proposed
to recover motion from a set of correspondences [2], [3]. Our
system makes use of the pose estimation algorithm described
in [11] adapted to deal with 2D projections of points instead of
their 3D coordinates. The algorithm is described in [7] in more
detail. We give here a short summary for better understanding
of the processing in the system.

The position of any three-dimensional point Pi in space can
be described as

P ∗
i (αi, βi, ri) =




Xi

Yi

Zi


 = ri ·




cos βi cos αi

sinβi

cos βi sin αi




= ri · ni

(2)
where (αi, βi) are the azimuth and elevation angles of the
point Pi projected onto the spherical projection plane of the

sensor and ri is the distance to the point along the ray of
projection ni.

The projection of a 3D-point Pi changes due to the motion
of the camera. The 6 DoF motion can be described with a
rotation matrix R̃ around the three-axes of the coordinate
frame and a 3D translation vector T as

P ∗
i = ri · n∗

i = R̃ · Pi + �T (3)

We estimate the rotation matrix R and the translation vec-
tor T in a recursive approach. In this way, we reconstruct the
3D trajectory in space with all 6DoF. The presented extension
to establish robust correspondences helps to predict the correct
region in the image where to search for corresponding features.
The motion of the features can be very significant because of
the slow frame-rate of the system used for image acquisition.

We are planning to estimate a guess of the 3D trajectory
directly from the small motion segments that were detected in
the blurred image.

B. FFT-based Motion Segmentation

In an unblurred case, each pixel in a camera image should
represent the intensity of a single stationary point in front of
the camera. If the shutter speed is too slow and the camera
is in motion, a given pixel will be an amalgam of intensities
from points along the line of the camera’s motion (Fig. 2). The
two-dimensional mathematical expression for blurring can be
best described in the frequency domain to

G(u, v) = I(u, v) · H(u, v), (4)

where I(u, v) represents the unblurred image, H(u, v) rep-
resents the blurring function also known as point spread
function (PSF), and G(u, v) describes the blurred result. The
PSF represents in the spatial domain the path which the
camera took during the exposure. It is a known property of
the Fourier Transform that a multiplication in the frequency
domain corresponds to a convolution in the spatial domain.
The PSF shows which neighboring pixels contributed to the
blurred pixel representation at each image point.

Given the angle of motion in the image α and the length of
the projected motion d = V ·∆t, which is the number of scene
points that affect a specific pixel during exposure, the point
spread function (PSF) in the spatial domain can be estimated
to

h(x, y) =

{ 1
d , 0 ≤ |x| ≤ d · cos α ∧ y = sin α · x
0, otherwise

(5)

For the case of horizontal motion along the u axis, the
Fourier transform of h(u, v) from (5) can be estimated to

H(ω, ν) =
sin πdω

πdω
= sinc(πdω) (6)

In general, for an arbitrary direction of the motion the FFT
of the PSF is a ripple as shown in Fig. 3.

It is clear that H(ω, ν) is a periodic function with pe-
riod T=1/d and, therefore, every 1/d there exists a zero crossing
of the function. The convolution operation in the space domain



Fig. 3. Power Spectrum of the PSF for a horizontal and a 45◦ angle motion.

Fig. 4. Magnified patch and its blurred representation during camera motion.

is transformed into the multiplication of two matrices in the
frequency domain. As a result, the periodic Power Spectrum
of the blur PSF appears as a ripple in the Power Spectrum of
the blurred image. This ripple can be identified by a negative
peak in the Cepstrum domain. The Cepstrum Cf is the Fourier
transformation of the log spectrum of an image. Therefore, it
is a tool for analyzing the frequency domain of an image

Cf = F−1 {log|F (u, v)|} , (7)

with F (u, v) = F {f(x, y)} being the Fourier Transform
of f(x, y).

For a tracked feature, like the one in Fig. 4, we can calculate
the Cepstrum of the blurred image to Fig. 5. We can see
from the width of the peak that the blur was caused by a
motion in the image plane by approx. 20 pixels at an angle of
approx. 40◦.

Fig. 5. (left) the Power Spectrum for the unfiltered blurred patch from
Fig. 4, (middle) the Gaussian mask used to reduce windowing artifacts in the
spectrum, (right) the ripple structure visible in the Power Spectrum of the
masked patch.

We have already shown in (1) that different points in the
image experience different shifts between consecutive frames.
Therefore, the motion analysis needs to be performed on small
image regions that represent a part of a rigid object. Different
masking functions can be used in order to extract only a
patch from an image. The more abrupt is the change into
the zero level at the boundary of a patch, the more severe
are the artifacts that are going to appear in the frequency
domain. There are several masking functions known from the
signal processing theory. A masking of the patch region with

a Gaussian mask appears to give good results in removing the
artifacts due to the periodical extension of the signal (Fig. 5).

C. Direct Recovery of PSF

As we mentioned in Section III-B, the PSF describes the
motion of the camera. It shows the path of pixels contributing
to the pixel appearance (5) of every pixel in the image. Ideal
features for the estimation of the PSF are point features with
high contrast to their surroundings.

The best features in indoor scenes are for example lamps,
like the light sources shown in Fig. 6, but it is not the only
feature that can be used for the PSF estimation.

Fig. 6. Natural point features, like e.g. the lights in the presented images,
allow a direct recovery of the PSF function through thresholding and erosion.

For example, the trace of the clock on the wall can be used
as a hint for the motion of the camera as well (Fig. 7). We
can see that the diameter of this feature does not allow to
recover the details of the camera motion during the exposure,
but in this application, we are not interested in deblurring the
image with the estimate of the PSF. The brightness change
in the high-resolution image is used to define an appropriate
threshold to generate the trace of the tracked object. like the
clock in Fig. 7. Our goal is to capture the motion of the
projection of a geometrical point in the scene. For this task,
the detection even from the trace of the clock gives sufficient
information.

The starting point of each trace is the position of the
investigated feature in the high-resolution image taken without
blurring.

Trace 
of the clock

Fig. 7. Magnified region around the wall clock from the top left image in
Fig. 6 after a thresholding operation (see Fig. 2 for a high-speed image of the
scene).

D. Properties of the PSF

The reader should notice that the PSF is not constant for the
entire image, but it varies for different parts of the image. For
example, a forward motion creates an ”explosion field” with
the motion vectors pointing radial away from the vanishing
point of the motion (Fig. 8). The magnitude of the vectors
depends on the distance of the imaged point to the camera and
the magnitude of its motion component in 3D that is coplanar
to the image plane (1). For this reason, the estimation of the



PSF that is described in Sections III-B and III-C needs to be
performed for several points in the image to get the correct
estimation of the motion of a tracked feature. In our system,
the motion vectors are estimated directly for the point features
used in the tracking algorithm to estimate the pose change of
the camera in a later processing. The patches are 64x64 pixel
large.

Fig. 8. The motion vectors have different direction and magnitude depending
on the distance of the point to the camera (image source – MIT).

E. Imaging System

Our imaging system consists of two physical detectors
(cameras) pointing in the same direction. One camera is a slow
shutter-speed camera that is used to evaluate the motion blur
to estimate the current motion parameters in the image. The
other camera is a high-resolution system with a short shutter
time to reduce the motion blur as much as possible.

Our current implementation for the hybrid imaging system
consists essentially of two separate cameras pointing in the
same direction (Fig. 9). It is important to share the view,
because the motion estimation from motion blur estimates only
the motion of the image projections. The motion prediction
directly in the image space makes the system less sensitive
to errors in the estimation of the 3D positions of the tracked
points. In case of different view directions of both cameras,
the system would need to rely on an exact 3D reconstruction
of the tracked points.
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a) b)

Fig. 9. Possible implementations of the imaging system: a) two separate
cameras with different physical properties mounted next to each other; b)
beam-splitter allowing exact co-registration of the views.

IV. PRELIMINARY RESULTS

We tested the system on indoor images taken with a moving
camera. A Firewire camera Sony DFW-V500 in combination
with our image processing library XVision2 [12] allowed to
control the shutter time of the camera. We put a developed film
as a daylight filter in front of the lens to prevent the camera
from over-saturating during the relatively long exposure time.
The system is running under LinuxOS on a Pentium 4 with
3GHz CPU frequency. The two-dimensional FFT is performed
on 64x64 image patches that are used to estimate the motion.
This limits the possible motion in the image to approx. 40
pixels.

The FFT based approach (Section III-B) was used to guess
the motion of the camera v = (vu, vν)T during the shutter
time ts. We used this speed v to predict the image position
of the landmark relative to the previous position between
consecutive acquisitions in the time interval tc.

Fig. 10. The velocity and direction of motion can be estimated from the
distance between the zero transitions of the sinc functions depicted for a few
features in the image (6).

The validation of the Eq. (1) can be found in Fig. 11.
Features in different distances result in different sinc functions.

Fig. 11. The velocity estimate for two features in strongly varying distance
from the image can be read from the distance between the zero transitions of
the sinc function.



The direct approach estimates directly the motion parame-
ters without any domain conversions, but it is not as generic as
the FFT version, because it requires single point features with
high contrast boundaries in the images. It is a very interesting
extension reducing the computational needs significantly and
it is of great interest as an inertial system under special
condition, like navigation in the dark, based on positions
of the light sources (car navigation). The missing texture
information in the dark does not allow to distinguish between
the different light spots. This extension helps to maintain the
correct correspondences.

Without the presented extension, the system cannot track
the feature points because of the too large time tc anymore.
It had to switch to an identification task, where entire image
was scanned for possible correspondences. The displacements
in the image were larger than the allowed displacement in
the multi-resolution tracking approach. The motion estimation
from the motion blur allows to switch back to tracking
approaches, because the prediction comes close to the true
position of the tracked feature.

V. CONCLUSIONS AND FUTURE WORK

We presented a system that can replace an expensive 6DoF
inertial unit with a single video camera. This camera is
operated in a slow shutter speed mode to achieve a signif-
icant motion blur in the images. This motion blur is used
directly to estimate the current motion parameters during the
exposure time and to predict correctly the motion between
the acquisition points where images are taken with a slower
high-resolution camera. This estimation technique allows a
better prediction of the position of tracked features than
systems deriving the state estimate from past measurements
using Kalman Filtering techniques. Sudden changes in the
direction of motion are captured directly in the blur of the
images and can be processed correctly in the new prediction.
Systems using just past measurements for prediction have a
clear disadvantage compared to the proposed system.

The motion blur is merely used to estimate the future
image position of the tracked points in the next frame. A
3D trajectory is calculated in a separate post-processing step.
It allows an estimation of the 3D trajectory giving a better
prediction of out-of-plane motion towards or away from the
camera. This type of motion results in a non-linear motion of
the projected image point over time, which is not correctly
modeled with constant velocity in the image plane between
the acquisition points.
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