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Summary. A monocular visual servoing scheme for constrained robots is consid-
ered in this chapter. Inspired by the Orthogonalization Principle (OP) introduced
by Suguru Arimoto in the context of robot force control, a Visual Orthogonalization
Principle (VOP) is proposed and a novel control scheme for adaptive image-based
visual servoing is presented. The scheme guarantees a global ezponential convergence
for the image-based position-velocity and contact forces even when the robot pa-
rameters are considered unknown. The stability of the new control scheme is tested
under experiments. The experimental results comply to the theoretical considera-
tions.

1 Introduction

Since the publication of the work [1] in 1977 the problem of robot force control
represented a tremendous challenge in the robotics and control community for
over 15 years [2], [3], [4]. Many control schemes were proposed to deal with
the problem on how to exert force by a robot manipulator over a rigid surface
while simultaneously moving its end-effector along this surface. The main dif-
ficulty in this problem stemmed from the fact that when the robot is in contact
to a rigid surface, modeled by an implicit equation, it is geometrically con-
strained. This can be modeled by the algebraic differential equations (DAE).
Recognizing this fact, a new controller based on the DAE formulation was
introduced in [5]. There, it was proposed to project the n degrees of freedom
robot dynamics into two orthogonal subspaces complements, one related to
the force signals and the other related to the position signals, to derive a
global, asymptotically stable simultaneous force-position controller. However,
this approach results in a computationally expensive control scheme.

It was not until 1992 that a physically-based principle was introduced [6]
to formally solve this problem in the powerful settings of the passivity-based
control theory. The principle is based the fundamental interpretation, made
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by Suguru Arimoto, of what physically happens when the end-effector of a
rigid body system with n degrees of freedom comes in contact to, and estab-
lish motion over, a rigid surface. This principle was coined as the “Orthogo-
nalization Principle” (OP) and applied to the control of robot manipulators
constrained by a rigid surface modeled by an implicit equation. In [6], the OP
was introduced to produce a simple nominal reference based on two orthog-
onal complements without projecting and decomposing the robot dynamics.
The result was a local asymptotically stable force-position controller. Later
on, this basic principle allowed the synthesis of motion control for such com-
plex systems as cooperating robot arms [7] and multi-fingered robotic hands
[8]. In this chapter, an extension of the OP is introduced to tackle the prob-
lem of the passivity-based monocular adaptive visual servoing for constrained
robot manipulators. It is shown that the extended OP produces second order
sliding modes, guaranteeing a global exponential tracking.

2 The Orthogonalization Principle: Robot Force Control

2.1 Constrained robot dynamics

Consider a robot whose gripper maintains a stable contact to an infinitely rigid
surface. According to [6], this system is modeled by the following nonlinear
differential algebraic equations

H(q)i+ Clq, )i+ g(q) =7+ JL (@) (1)
¢(q) =0 (2)

where the generalized joint position ¢ € R" and the joint velocity ¢ € R™. In
(1), matrix H(q) € R™*" stands for the robot inertial matrix; C(q,¢)¢ € R”
stands for the vector of centripetal and Coriolis torques; g(g) € R" is the

J«P(‘I) nxm 3 s
T (@I @ eRx is the constrained

normalized Jacobian of the kinematic constraint ¢(q) = 0 (rigid surface with
continuous gradient); A € R™ is the constrained Lagrangian multiplier for m
contact points (magnitude of the contact force); v(g) = 0 € R™ models the
surface (for m independent contact points), and finally 7 € R™ stands for the
vector of the joint torques.

vector of gravitational torques; J,(q) =

2.2 The Orthogonalization Principle

According to the forward kinematic mapping X = f(g) € R". Since ¢(q) =
g(X) =0, we have
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plg) =0— %w(q) = wwgg =0

= %w(q) =Jg(v) Jx (q) ¢
=J,(9)¢=0 (3)

This means that J,, (¢) is orthogonal to ¢ in the joint space. Thus, ¢ belongs to
the kernel of J,, (¢). However, it is well known from the classical mechanics that
the vector of the generalized velocities lies in the tangent space at the contact
point. Therefore, ¢ = Q¢, where @) € R™*" stands for the generator of the null
space of J,, (¢), with J,, (¢) being orthogonal to Q. In words, the OP states that
¢ can be decomposed of the direct summation of two components, one in the
velocity subspace @ and the other in the force subspace J,, (¢). The nominal
reference for ¢ can be constructed similarly. Therefore, a unique orthogonalized
velocity joint error signal can be introduced to build a unique open loop error
dynamics depending on both the velocity and force error signals. This is the
key idea of the seminal paper [6]. Using the OP in the physical interpretation
of Arimoto [6], one can build a unique nominal reference in terms of the two
orthogonal errors and avoid decomposing the full nonlinear robot dynamics
as proposed in [5].

2.3 Passivity of Constrained Robot Dynamics

The integral of the dot product of ¢ and 7 yields

ty
[t = B - Bt) - "L (@A < ~E(ta)
to —_——
Zero
where FE(t) is the total energy of the robot. Note that the antisymmetry of
[H(q) —(C(q,4) + C(q,¢)T)] is used in the derivation of this equation. The
passivity of the robot dynamics is established then from the joint velocity
input ¢ to the torque output 7 . Since in the force control the objective is
the convergence of the position/velocity tracking errors simultaneously with
the force tracking error, a unique error signal at the velocity level must be
established to conform to the passivity inequality in the closed-loop control.
This unique error signal is introduced [6] via the so-called nominal reference
Gr based on the OP:

QT:qv+quQQGv+ngef (4)

Equation (4) depends on the orthogonal nominal references for the velocity ¢,
and force ¢y. Since ¢ = g, the extended error surface can be defined follows

Sg =04 —dr = Q4 — Gev) — I Ges (5)

! Notice that if viscous friction exists, then the dissipativity is established.
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To design a passivity-based controller, the linearity of the left hand side of
the robot dynamics in a set of its physical parameters can be used to define:

H(q)§r + C(q,9)¢r + g(q) = Y0 (6)

Here, Y, = Y.(q, 4, ¢r, Gr) € R"*? is the dynamic regressor matrix, and © € R?
stands for the unknown (but constant) vector of the robot parameters. Adding
and subtracting (6) to (1) produces the open loop error equation

H(q)Sq = —C(q,4)Sq + 7+ JE (a)A = Y,0

Now, if
T =—K4S8,+ Y0 — JL, (A — nAF) (7)

where AF = :Of()\(a) — Xa(0))do, Ag(t) is the desired magnitude of the
contact force, K4 is a symmetric positive definite 2 x 2 feedback gain, and
n > 0, the simultaneous local asymptotic convergence of A — Ay and § — Geo
is assured. If ey, = Ga— 2(q¢ — qq) for 2 € §Rﬁ_X2, then ¢ — qq4, where ¢4 stands
for the desired motion of the end-effector on the surface [6].

To extend the previous result to the visually driven force control one needs
to address two problems. The first one is how to redesign (4) in terms of im-
age coordinates, and the second one is how to produce a visual-based control
law (7) to guarantee the simultaneous convergence of the contact force error
and the visual coordinate errors in the presence of the robot parametric un-
certainties. To this end, we introduce the Visual Orthogonalization Principle
(VOP).

3 The Visual Force Control Problem

Similar to the standard force control problem, the OP naturally arises in visual
servoing of constrained robot manipulators; the joint space orthogonalization
is preserved since the video camera does not introduces any additional dy-
namics. The problem now is how to synthesize the joint torque input in terms
of the desired visual trajectories and guarantee that the contact force error
and the visual position error converge simultaneously. This is a very impor-
tant problem in modern applications, wherein non-invasive sensors, like CCD
cameras, are used to guide the system under human surveillance and supervi-
sion. In this case, the robot moves along the surface and the camera captures
its motion by the optical flow. To solve the control problem at hand, the OP
has to be reformulated in the context of the image-based visual coordinates
to incorporate visual errors to the nominal reference. This gives rise to the
VOP. Note that this type of robot control tasks involves significant difficul-
ties. It stands as a robot control paradigm that surpasses traditional schemes
in robot control and sensor fusion, thus requiring new theoretical frameworks.
In our problem, the VOP fuses generalized sensors (measurement of encoder,
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tachometer, moment and force), and non-generalized sensors (CCD camera)
through the nominal reference ¢,. To continue the explanation, it is necessary
to briefly review the dynamic visual servoing.

3.1 Visual Servoing

Visual servoing is an ill-posed control scheme because measurements from the
camera do not deliver directly the state of the system, and thus cannot be
modified directly by the control input to the robot. Besides, the optical flow
(velocity of the visual landmarks) is not orthogonal to the joint torque input.
To make clear the choice between the position-based and image-based visual
servoings, the following features of these techniques [9] should be noted:

1. Position-based servoing: The image coordinates are transformed into
generalized coordinates to compute the control laws. This approach is
prone to errors due to this transformation and is computationally difficult.

2. Image-based servoing: The target to be tracked is captured and the
computed error in the image plane is obtained. Then, the joint control
input is synthesized to ensure asymptotic behavior of the visual error.
This approach is robust to the camera calibration since the tracking error
remains in the visual coordinates.

The image-based visual servoing is more practical because, in addition
to the arguments pointed in item 2, the user can input the desired position
directly in the image task space, i.e., directly from the image she/he sees.
The research on visual servoing started with the pioneering work [10] and so
far several authors extended the scope [11]~[18]. In 1993, the authors of [11]
proposed a model and an adaptive control scheme for an eye-in-hand system
where the depth of each feature was estimated at each sampling time. In [12],
the authors introduced a new technique called a visual compliance that was
achieved by a hybrid vision/position control structure. Some authors included
the nonlinear robot dynamics in the control design [14]~[17]. Some of them
modeled the vision system by a simple rotation matrix [14], others proposed
a variety of techniques for the off-line camera calibration [13], and only a
few approaches were aimed at the more important problem of the on-line
calibration under the closed loop control. Specifically, for a fized camera con-
figuration, the authors of [15] considered a more representative model of the
camera-robot system to design a control law that compensates for unknown
intrinsic camera parameters but requires the exact knowledge of the camera
orientation.

Later, the authors of [16] presented a redesigned control law that also
takes into account uncertainties in the camera orientation. The control law
features the local asymptotic stability but requires the perfect knowledge of
the robot gravitational terms, and the error of the estimation of camera ori-
entation is restricted to (—90°,90°). Further developments were presented in
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[13], wherein a position tracking control scheme with an on-line adaptive cali-
bration of the camera that guaranteed the global asymptotic position tracking
was presented. Nevertheless, this approach requires the knowledge of the robot
dynamics and the desired trajectories need to be persistently excited. In [17],
the authors designed an adaptive camera calibration control law that com-
pensates for the uncertain camera parameters and the entire robot-camera
system, achieving the global asymptotic position tracking. Recently, a robust
and continuous joint PID-like controller was introduced in [18]. This scheme
guarantees the exponential convergence of the image-based tracking errors, in
spite of the lack of the knowledge of the camera and robot parameters. In com-
parison to the approaches considered above, it does not presents limitations
on the camera orientation.

Despite of the availability of various approaches considered in this section,
none of them fuses the force information for the image-based tracking of the
constrained robot systems. The robot control problem is still elusive, though
[19] lights the path for the passivity-based dynamic tracking in visual servoing
schemes. However, it fails when the camera angle is close to 7 [19].

3.2 Fusing Visual and Joint Signals

When only the sensors associated with the generalized coordinates are in-
volved in robot force control, the OP unobtrusively provides a harmonious
unique error signal, combining the position and contact force errors. However,
when the robot tasks involve also non-generalized sensors?, the control law
must deal with the multisensor fusion of the force and joint encoders signals
along with the visual information. Therefore, in order to implement a sensor
fusion-based controller, a careful and judicious analysis of the robot nonlinear
dynamics, sensors behavior, and the contact tasks is required. To continue,
let us review briefly some visual-based force servoing schemes.

3.3 Visual Force Servoing

The reference [21] focuses on the sensor fusion of the force and visual land-
marks. The authors of [22] study a visual contour tracking in a structured
environment. In [23], the authors present an adaptive robot controller to re-
alize contact tasks in an unknown environment. In [23] it is assumed that
the movement of the camera-manipulator system is slow and the mapping
from the joint space to the image space is constant, which severely limits the
system performance. Along similar developments, the paper [20] presents a
computed torque scheme for an uncalibrated environment, which requires the
exact knowledge of the robot dynamics and relies upon a very complex control
law. The control laws in [23] and [20] require complex computations and do
not fully solve the control problem posed above.

2 For example a CCD camera. The non-generalized sensors do not directly measure
the state variables of the robot dynamic equations.
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Fig. 1. Visual servoing of the contact task.

4 Dynamics of the Visually Driven Constrained Robot

Here, a monocular visual servoing scheme is presented®. In order to design
a proper nominal reference for the joint velocities ¢,, the direct and inverse
robot kinematics, based on the static pin hole, with thin lens without aberra-
tion camera model [9], is used. Let the direct kinematics of the robot be

zp = f(q) (8)

where z, € R? represents the 2D position of robot end-effector in the robot
work space and f(-) : R2 — R2. The differential kinematics of the robot
manipulator is defined as follows

i, = J(q9)q 9)

It relates the Cartesian velocities 4;, € R? to the joint space velocities ¢ € R2.
The visual position z, = [u,v]T € R? of the robot end-effector in the image
(screen) space® is given as follows [9]

2y = ah(2)R(0,) xp + 5 (10)

where a = diag[a,,, a,] € %ixz is the scale factor; h(z) = §Ez <0,z>¢.
Here, ¢ stands for the focal distance, and R (6,) € SO(2) is the upper left 2 x 2

3 Explicitly, this means that the 2D case is considered and the image plane is
parallel to the 2D work plane of the nonlinear DAE robot. Notice, however, that
the extension to the 3D case, though straightforward, requires a stereo camera
model with additional considerations for the (pseudo)inverse of the differential
kinematic mapping.

4 The subscript v of @, denotes visual from the wvisual space notation.
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matrix of Rz (6,) € SO(3); 3 € R, depends on the intrinsic and extrinsic
parameters® of the camera. The differential kinematic model of the camera is
defined as follows

&y = ah(2)R(0,) T (11)

where &, € R? determines the visual robot end-effector velocity, i.e. the visual
flow. Notice that the the transformation ah(z)R (0) is constant and it maps
statically the robot Cartesian velocities iy, into the visual flow &,. By using
(9), equation (11) becomes

&y = ah(2)R(0,) J(9)d (12)

It relates the visual flow &, to the joint velocity vector ¢. Thus, in terms of
the visual velocities® the inverse differential kinematics (12) becomes

q = JRinvj?v (13)

where Jgriny = J(q)"*R(0) 'h(z)~ta~!. This relation is useful in designing
the nominal reference for the joint velocities g,

4.1 Visual Orthogonalization Principle (VOP)

Since the robot end-effector is in contact to the constrain surface, p(q) = 0 V¢
and the OP explains the implications of %cp (¢) = 0. Therefore, using (13) we
obtain
JL,O (q)q = q = JLPJR’L'TL’U:'.C’U =0

This means that J, (¢) is orthogonal to the optical flow &, mapped into the
joint space. Clearly, there exists an orthogonal projection @ of J,(q) which
spans the tangent space at the contact point between the end-effector and the
surface ¢(q) = 0. In other words, (13) and ¢ = Q4 leads to

quJRin'ui'v (14)
(From (4) and (14), the nominal reference for VOP becomes
qr = QJRinvftr + qf (15)

Finally
qr = QJRinijr + FFQJL’Z—‘ (q) QT‘f (16)

where I'r, > 0 is a 2 x 2 feedback gain. Let the nominal visual reference for
the velocities be

5 The focal distance, the depth of the field, the translation of the camera center to
the image center, and the distance between the optical axis and the robot base.
6 The entries of J Rinv € R2*2 are functions of the robot and camera parameters.
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t t
by = g — W ATy + Sog— Ty [ Sus () dC — I, / sign [Sus (O (17)

to to

where #,4 stands for the desired visual velocity trajectory, and Az, = x, —xq
is the visual position tracking error, ¥ > 0 a positive definite n x n feedback
gain, and I, = I’UTi € R*", i =1,2. Let the visual error surface be

Sus = (Airy + WAT,) — S, (o) e ™" (18)

Sa Sva

where Az, = &, — &,q defines the visual velocity tracking error, k, > 0. Now,
consider the following nominal force reference

t t
ing = AF — Spa+ ey [ Sps ()dC+ I / sign [Sps (Q)]d¢C (19)

t() tO

for the force error surface

_ _ —KFpt
SF5 = AF SF (t()) e (20)
Sr SFa
where .
AF = [ AN(Q)dC, AX=\— g,
to

AN is the force tracking error and Ay is the desired contact force; kp > 0,
and I'p, = I'f, € R7*™ i = 1,2. Using equations (16), (17), (19) and (14),
we obtain the following representation for the joint error surface Sqy4 — g

Sq = QJRinv(i'v - x.r) - FFngf (Q) Grf
= QJRinvSvw — FFg JZ (Q) Sor (21)

where

va = Ous + F'ul /t SU§ (C) dC + sz / Slgn [SU5 (C)} dC (22)

to

t t
SUF:SF5+FF1/ SF,;(C)dCJrFF2/ Sign[SFg(C)]dC (23)

to to

Sy stands for the extended visual manifold, and S, stands for the extended
force manifold.

Remark 1. Notice that S, is composed of two orthogonal complements.
The first, QJRinvSvv, depends on the image coordinate errors, and the second,
I, Jg (q) Syr, depends on the integral of the contact force errors. Thus, the
tracking errors (Ax,, Az, ) and AF can be controlled independently within a
single control loop.
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4.2 Global Decomposition of Joint Space

Consider the following partition of the joint space ¢ [5], [24]

q=lq.q]" (24)

where ¢; € R™, and g2 € R" ™. Since the constraint ¢ (q) € R™, there are
m dependent states which are defined in (24) as ¢;. This partition is not
arbitrary. Thus, to identify ¢; the Jacobian of the restriction J, (¢) and the
Gauss decomposition are used in order to define a non-singular matrix m x m.
The generalized coordinates defined by the choice of this matrix are indeed ¢,
[25]. According to the implicit function theorem, there exist, locally, an open
group O € R"™ and a function 2 : R"~" — R such that

q = {2 (QQ) (25)

Then, ¢ (q) = ¢ (2 (g2) ,q2) = 0 Vg2 € O. Using the time derivative of (2) and
its partitioning (24), we obtain

Jo (@)= [Jp, (@) 41 + Jp, (¢) G2] =0 (26)

where J,, (¢) g1 € R™ and J,, (q) g2 € R™. Solving (26) for ¢; defines

[

le — Qq2q25 Where QQQ - - [Jﬂpl (q)}i J@? (q)

for 2, : R*~™ — R™. Then, joint velocities are built upon the independent
coordinates

G=Q¢2, where Q=][f2,, In,m]T (27)

and Q € R"*(=™) ig a full column matrix of rank (n —m). Then, Q is
well posed, rank (¢ (¢)) = m and (J,, (q)) " exists in the finite workspace of
(1). Notice again that @ spans the tangent plane at the contact point, and,
therefore, J, (¢) and @ are the orthogonal complements. i.e., QJg (¢) = 0.
Therefore, J,, (¢) € ker (Q), and the space R" is decomposed into the two
orthogonal subspaces, " = R (J,) & R (Q).

Remark 2. Using a generalization of the implicit function theorem, we can
state that @ is well posed Vg € £2,, where £2, = {g|rank (J (¢)) = n,Vq € R"}
stands for the robot workspace free of singularities. This defines a global de-
composition for the 2D case. However, for the 3D case this approach will
require an efficient algorithm to compute the independent coordinates on line
because the solution of the implicit equation may be not unique. Note, how-
ever, that the numerical stability of the decomposition is preserved [25].

4.3 Open Loop Error Equation

Due to the fact that the linear parametrization Y,© depends on §, =
f(&r,dry), the computation of ¢,¢ and &, gives
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Gy = Gyg — WALy + Syq — Ly, Sps — Lo, 5ign(Suys) (28)
Gry = AF — SdF + I'p, Sps + ', sign (SF(;) (29)

which introduces discontinuous terms. To avoid introducing high frequency
discontinuous signals, we need to get rid of discontinuous signals in Y,.0. To
this end, add and subtract tanh(p,S,s) and tanh(ppSpgs) to G, assuming that
wr >0, pu, > 0. Then, §, becomes

Gr = Gre + QTu20 = I3 (@) Try2w (30)
with z, = tanh (1, Sys) — sign (Sys) and zp = tanh (upSps) — sign (Sps), and
lre = QJRinvEre + QJRinvire + QIRinvire + Ty JE (0) Grge + Try Tk () dre
for

e = dog — WAGy + Soa — Loy Sus — oy tanh(juuSus) (31)
Grfe = AF — Sqp + I'r, Sps + I'p, tanh(pupSps) (32)
Therefore, the linear parametrization (6) becomes

H(q)jr + C(q: @)dr + 9(q) = YeOc + H(QLpy 20 — J1 (¢) I';y2r)  (33)

In this formulation, Y. = Y, (q,q, ¢y, drc) is continuous since (¢, G..) € C?,
where Y.0. = H(q)drc + C(q,¢)Gre + 9(¢). Adding and subtracting (33) to
(1), we obtain the following open loop error equation

H(q)Sq = T_C(qa q)Sq+J$+(q))\_}/:296+H(QF’U2Z’U _Jg (CI) FFQZF) (34)

We are ready to present the main result.

5 Control Design

Assume that (z,,2,) can be measured by the camera, (g, ) can be measured
by, respectively, encoders and tachometers, and (A, F') can be measured by a
force sensor. Assume also that the desired image trajectory is free of singu-
larities, i.e., (Tyd, Tpa) € (2, for 2, = {$v|rank (JRinw) = 2,Vzy € ?RQ}, and
Ag € C!. Then, we have the following theorem.

Theorem 1. Assume that the initial conditions and the desired trajectories
belong to 2p = [24,92;], for 2, = {qlrank (J (q)) = 2,Yq € R?}, and con-
sider the robot dynamics (1)-(2) with the following visual adaptive force-
position control law

7= —KqSq+ Yeby + JX, (@) [-Ad + nAF]

t
+ T, JT, (q) [tanh (upSis) +1 / sgn[Ses (Q1dC|  (35)

o

0y = —-T'YLS, (36)
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where 0, is the online estimate of the robot parameters, I' = I'T € RE*P,
K;=KI € R, and n > 0. If Kq is large enough and the errors of initial
conditions are small enough, and if

1 -1
where Qf = Ra (60) J (a) (QTQ) ™ Q" and J% () = (~I'r Jp I () Joo,
the global exponential convergence of the visual and force tracking errors is
guaranteed for any value of the rotational camera angle ©,,.

r > |5 [otsi] ¢S]

dt

d
} FF2>H

dt

Proof. The proof is based on the Lyapunov stability theory along with
the variable structure control theory for second order sliding modes. A brief
outline of the proof can be stated as follows:

e Part I: Boundedness of the closed loop trajectories. In this part, the passiv-
ity from the joint velocity error input to the torque output is established.
If the viscous friction is considered, then the dissipativity is established.
This implies that the boundedness of the closed loop signals is proved.

e Part II: Second order sliding modes. Once the boundedness of the input
signals is proved, the sliding mode regime for the visual and force subspaces
needs to be induced. The proper gains are selected in this part.

e Part III: Exponential convergence of the tracking errors. A proper selection
of the gains guarantees the sliding mode for each subspace for all time.
Then, we prove that each sliding mode induces the exponential convergence
of the visual tracking errors and the force tracking errors for all time.

The details of the proof are given in the Appendix.ll

6 Discussions

6.1 Robustness issues

The closed loop system gives rise to two sliding modes. It is well known that
the sliding modes are extraordinary robust to parametric uncertainties for
certain classes of bounded unmodeled dynamics.

6.2 Well-posed inverse Jacobian

Apparently there can be a problem with J(q(t))~!. The visual position ex-
ponentially converges to the desired visual position without overshoot, i.e.,
Ty (t) — xpalt), Tpa (t) € 2, = x, (t) € §2,. However, it does not guar-
antee that J (¢ (t))_l is always well posed only because the joint position ¢
converges to the desired joint position gz with an exponential envelope. The
joint position ¢ may experience a short transient and as a consequence J (q)
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may loose its rank. However, since ¢ (t) converges to ¢q (t) locally, it means
that J (¢ (t)) — J(ga(t)) within £2,. Consequently J(g(t))~! is locally well

posed, i.e., Vt rank [J (¢ (t))_l} = 2. In addition, in visual servoing tasks it

is customary to design the desired trajectories to be within (2, and therefore
within (2,, away from singular joint configurations.

6.3 Smooth controller

The continuous function tanh(x) is used instead of sign(x) in the control law
without jeopardizing the second order sliding mode. Moreover, notice that
the sign(x) is not required to induce a second order sliding mode. This is in
contrast to the first order sliding modes theory.

-
\

|
Fixed Camera

/

Planar Robot/| | [ /Planar Robot

Force Sensor/

with Bearing

Constraint
Surface

Fig. 2. Experimental setup

6.4 The control structure

The control law features a low computational cost and is easy to implement.
The structure of the control law is, basically, similar to that presented in [6],
[24] except for the camera information processing part.

7 Experimental System

A planar robot with two degrees of freedom (see Fig. 2) is used in our exper-
iments. The robot and camera parameters are listed in, respectively, Tables 1
and 2. The control feedback gains are listed in Table 3.
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7.1 Hardware

Direct-drive Yaskawa AC servomotors SGM-08A314 and SGM-04U3B4L with
2048 pulse encoders are directly coupled to the links of the robot. Digital drives
(Yaskawa servopacks SGD-08AS and SGDA-04AS) are integrated into the
robot control system. A six-axes force-moment sensor 67M25A-140-200N12
by JR3 Inc., provided with a DSP Based Interface System for PCI bus, is
mounted on the end-effector of the robot. A rigid aluminum probe, with a
bearing SKF RS8-2Z in its tip, is attached to the end-effector as shown in
Fig. 2. The robot task is to move its tool-tip along a specified trajectory
over the steel surface while exerting a specified profile of the force normal to
the surface. A fixed SONY DFW-VL500 CCD camera is used to capture the
position of the robot end effector in the image space (measured in pizels).
The robot is initialized with a high gain PD control. The inertial frame of the
whole system is at the base of the robot, and the contact surface is an XZ
plane located at y = 122 pixels.

7.2 Software

A 2.2 GHz personal computer, running on Debian GNU/Linux 3.1 (kernel
2.4-27) with RTAI patch operating system (rtai 3.1.0-4) is used in the experi-
ments. This PC implements two real-time concurrent processes. The first one
communicates with the camera via IEEE1394 protocol and controls the acqui-
sition of the robot end-effector position in the image space at a sampling rate
of 30 Hz. The second process computes the torque output for the servopacks
and runs at a sampling rate of 1 KHz. The communication between the pro-
cesses is done by allocating a shared memory. A data acquisition board is
connected to the computer. It contains an internal analog quadrature encoder
interface, 14 bit analog resolution outputs, and digital 1/O ports. The velocity
is computed using a dirty Euler numerical differentiation formula filtered with
a low pass second order Butterworth filter with a cutoff frequency of 20Hz.

Table 1. Robot Parameters.

Parameter| Mass [Length[Center of Mass Inertia

Link 1 7.1956 Kg| 0.4 m 0.1775 m 0.2779 Kgm?
Link 2 1.8941 Kg[ 0.3 m | 0.0979 m [0.02339 Kgm?

Table 2. Camera Parameters.

l Parameter [ Value ‘
Rotation angle 6, 90

Scale factor a 99500 pizel/m
Depth field of view z 1.6 m
Camera offset 8 [—335, —218]T pizel
Focal length & 0.08 m
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7.3 Control Task

The initial configuration of the robot is shown in the camera image space
in Fig. 3.A. Also depicted there are the path of the robot’s free motion and
the direction of the constrained movement. The control task consists of the
following three steps.

1. The end-effector is requested to move until it makes contact with the
surface as shown in Fig. 3.B. The free motion time interval is [0, 3] s.
Next, within ¢ € [3,5] s the end-effector establishes a stable contact with
the constraint surface.

2. The tool-tip exerts a desired profile of the force normal to the surface
(from 0 to 7.5 N) while moving forward along the X axis from 403 pizels
to 254 pizels (see Fig. 3.C). This is done in the time span ¢ € [5,10] s

3. In the time interval ¢ € [10, 15] s the exerted force is incremented from 7.5
to 15 N, while moving the tool-tip (see Fig. 3.C) backward along the X
axis from 254 pizels to 403 pizels.

The desired position and force are both designed with
D(t) = P(t) [Xy — Xi] + X, (37)

where P(t) is a fifth order polynomial that satisfy P(t;) = 0, P(ty) = 1 and
P(t;) = P(tf) = 0. The subscript i and f denote the initial and the final
moments, respectively. At the first stage of the control task (free motion), the
control law (35)-(36) is used with JI (¢) = 0 and Q = I. The stability of this
free motion control scheme is proved in [26].

7.4 Experimental Results

The performance of the simultaneous force and position tracking is illustrated
in Fig. 4, 5, 6, and 7. Fig. 10 gives an image of the visual tracking of the
robot’s end effector. The motion of the robot’s end-effector in the image space
is shown in Fig. 5 and 6. Note that the image coordinated system is rotated
by 6, degrees (in this case 90°). The maximum tracking error is 1 pizel (near
to 0.20mm). The tracking performance can be improved by using a sub-pixel
resolution.

Table 3. Feedback Gains.

lGain[ Value [Gain[Value[ Gain [Value[Gain[Value‘

14 0 80

Kol 18] % | 20 |Daw||os]| T | 1
50

U o5 [Kr | 20 |Tras| 3 | 0 | 28
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Fig. 8 shows the joint torques. As can be seen from Fig. 8, the control
output is not saturated. The torque noise in the free motion segment is due
to the fact that the control gains are tuned for the position-force control
task. These gains are high during the free motion time, and this causes the
high response observed in Fig. 8. Fig. 9 depicts the exponential envelope of
the Cartesian tracking errors. Fig.4 shows the exerted force profile. As can
be seen, from ¢ = 0s to ¢ = 3s the robot’s end effector is in free motion
(the contact force is near to ON) until it makes contact with the surface (an
overshoot in the contact force is presented due to contact transition). The end-
effector remains in that state 2 more seconds. The applied force is smoothly
increased from ON to 7.5V while the end-effector moves forward along the X
axis in the time interval [5 10]s. Then, in the time interval [10 15]s the applied
force is increased from 7.5N to 15N while the end-effector moves backward.
The seemingly high frequency in the force response can be explained by the
precision of the sensors. The movement task requires a very precise control,
but the sensor resolution is limited to 1 pizel and the JR3 force sensor noise
is 22N7.

7 Better plots can be obtained by simply reducing the desired visual velocity or by
increasing Aq(t).

Constrained Mot

Fig. 3. Experimental phases
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8 Conclusions

A novel scheme for the adaptive image-based visual servoing of constrained
robots was proposed in this chapter. The new scheme is based on the Visual
Orthogonalization Principle (VOP). The main feature of the control scheme
is the ability to fuse the image coordinates and the integral of contact forces.
The scheme guarantees a global exponential convergence for the image-based
position-velocity and the contact forces even when the robot parameters are
considered unknown. The experimental results confirm the stability of the
control scheme. The novel control scheme can improved to deal with the un-
certainties in the description of the constraint surface, the robot Jacobian,
and the friction forces. The scheme can be used in a number of control tasks
employing the dynamic visual servoing. These task include the cooperative
control of multiple robot arms and multi-fingered robotic hands. It can be
also used in the control of biped walking machines®.

Appendix: Proof of Theorem 1

The closed loop dynamics (35)~(36) and (34) yields

H(q) Sy =—{Ka+C(q,4)} Sq — YAy + JL, (q) [AX + I, tanh (upSps))

7, (@) [AF + T [ son (Srs (©)de (38)

to
Aby=TYTS, (39)
where Af, = 6, — éb. The proof is organized in three parts.

Part I. Boundedness of the closed loop trajectories. Consider the
time derivative of the following Lyapunov candidate function

8 The examples can be found in www.manyrob.cinvestav.mx.

Force Tracking

Exerted Force
o Desired Force

Constrained Motion

Free Motion

Contact Transition

o 5 10 15
Time (s)

Fig. 4. Force Tracking
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Fig. 7. Cartesian robot task in robot space (m).

V:

N | =

X axis (m)

[STH (q) Sq+ I'r, SEpSor + A0L T A

Along the solutions of (38)-(39) we have

Vg—Kﬂ

2 ~
Sq||, = Ira 1Surll + 11519
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Fig. 8. Input torques.
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Fig. 9. Cartesian tracking error with exponential envelope.

where S:{ (%H (¢)—C (q,(j)) Sy =0 and 9 is a functional depending on the

state and error manifolds [27]. If K4 and I'p, are large enough and the errors in
initial conditions are small enough, we conclude the semi-negative definiteness

of (41) outside of the hyperball ¢y = {Sq\V < O} centered at the origin.

Therefore, the following properties of the state of the closed loop system take

place
(SanvF) €L — (HvaHv HSvF”) € Loo (42)

Then, (Sms, ftto sign (Sys (€)) dC) € L. and since the desired trajectories are

differentiable functions and the feedback gains are bounded, we have (¢, G.) €
Loo. The right hand side of (38) shows that there exists e; > 0 such that

HSqH < 1. Since S; € Ly and Jrn, and @ are bounded, then QJgin, Sy

is bounded. Since ¢ (q) is smooth and lies in the reachable robot space and
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Syr — 0, then Jg (¢) I'r,Syr — 0. Now, taking into account that Sq is
bounded, then %.(JRZ»MQSM) and % (Jg (q) 'FFZ.SUF) are bounded (this is
possible because Jg; (¢) is bounded and so is ). All these conclusions prove
that there exist constants e5 > 0 and €3 > 0 such that

va SUF

< €9, < €3

So far, the analysis shows only the stability of all the closed-loop signals. Now
we prove the appearance of the sliding modes. To this end, we have to prove
that for the properly selected feedback gains I',, and I'r, the trajectories of
the visual position and force converge to zero. This can be done if we can
prove that the sliding modes are established in the visual subspace @ and in
the force subspace J7 (g).

Part II: Second order sliding modes.

Part Il.a: Sliding modes for the velocity subspace. From (21) we
obtain

~1
(QTQ) QTSq = JRinvva (43)
By multiplying (43) by ah(z)R (0) J (¢) and substituting it into (22), we have
¢ t
Qf Sy =Sus+ Iy [ S5 Qe+ Iy [ sign(Sis(©)ic (1)
to to

Taking the time derivative of (44), and multiplying it by SZ;, we have

. , d
ST5Su5 = —Yur Siysign (Sus) — Ty Sty Sus + STy Q1 S

< —y |Sv§| - Fvl ||Sv(5||2 (45)

Constraint Surface ¢ onstrained Motion

‘IIIIIIIIIIII..l‘i
. "y

.
Q".-I.....;’

Visual Marks '
of Robot
End Effector

Fig. 10. Camera view point.
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where p, = I, — €4, and €4 > ’% [Q?Sq} ‘ Thus, we obtain the sliding
condition I',, > &4. Therefore, p, > 0 in (45) guarantees a sliding mode
at Sys = 0 when t, = W However, notice that for any initial condition
Sys (to) = 0 we have t,, = 0, which implies that the sliding mode at S,s (t) =0
is guaranteed for all time.

Part IL.b: Sliding modes for the force subspace. In much the same
way as has been done in Part IL.a, we process equation (21) to obtain

J#(q) Sy = Sps + T / Srs(0))dC + T, / sign (Sps(0)) ¢ (46)

to to

Taking the time derivative of (46) and multiplying it by SLs, (46), we have

. d
StsSrs = —I'm, |Sks| — Ik, SkhsSrs + 555@ (JZ (0) ) (47)
d
< —TF, |Srs| — e, |SFsll” + |Sps| T (JZ () 5,) (48)
< —ur|Srs| — I, ||Srs|? (49)

where pup = I'r, — €5, and €5 > % [Jf (q) Sq]. If I';, > €5, then a sliding
mode at Sps (t) = 0 is induced at ty < W, but Sgs (tg) = 0 and thus
Srs(to) = 0 is guaranteed for all time.

Part ITI: Exponential convergence of tracking errors.

Part IIl.a: Visual tracking errors. Since a sliding mode exists for all
time at Sys (t) = 0, then we have

Sy = 8Sya Vt— Az, = —WAz, + S, (t) et

This implies that the visual tracking errors globally and exponentially con-
verge to zero and x, — X,q, T, — Zyq- Lherefore, in the image space the
end-effector reaches the desired position z,4 with the desired velocity Z,q4.

Part II1.b: Force tracking errors. Since a sliding mode at Sps (t) =0
is induced for all time, we have AF = AF (ty) e "F*. From this we obtain
AF = AN = —kpAF (to) e "Ft, showing the global convergence of the force
tracking errors. Thus A reaches \; exponentially fast. QED.
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