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Abstract— Robots which are supposed to replace a human
worker need sophisticated manipulation capabilities. Such ca-
pabilities are required for demanding everyday tasks as well
as for specialized operations. This includes, e.g., dexterous
manipulations in robot-assisted minimally invasive surgery.

Sophisticated manipulation tasks require not only appropri-
ate physical capabilities from the hardware, but also advanced
knowledge about the dexterous manipulation task itself. Hence,
we propose an abstract representation of dexterous manipu-
lation knowledge. It is based on a contact state perspective
of the environment. Objects in the environment are described
relative to their specific type of contact with the environment.
This enables a robot-independent reuse and adaption. The task
can even be processed if the environment changes (e.g., due to
occurrence of obstacles) of if another robot has to be used.

Our experiments illustrate the flexibility which the repre-
sentation provides. Obstacle avoidance and efficiency of the
manipulator’s motion are taken into account in the scenarios.

I. MOTIVATION

Sophisticated manipulation capabilities are an important
step towards daily use suitability for robots. This poses
not only requirements on the physical capabilities of the
involved robotic hand and arm. Advanced knowledge about
dexterous manipulation is necessary as well. We focus on
the representation of such knowledge in this paper. The
representation has to enable a successful reuse of the knowl-
edge even if the environment changes. Hence, it should be
possible to build up alternative procedures to achieve the
desired goal. Moreover, the knowledge representation should
be independent of the robot to allow a knowledge usage
on different robotic systems. The representation should be
easy to use, since a human should be able to command
the robot without programming the exact path. The required
knowledge for the representation should be extractable from
observation. To conclude, a representation at an abstract level
is required rather than, e.g., a record of observations from
demonstrations.

The aim of a task is usually a desired goal state of objects
in the environment. The performance of the task requires,
then, a modification of the current state of the environment.
In general, a state could be related to a physical state of an
object. For example, a cup can be empty or it can be filled
with coffee. Hence, its physical state (weight) is different.
Moreover, the handling properties of an object can differ
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Fig. 1. The desired contact state is water in the cup. Hence, one could
directly fill water into the cup (top figure). Of course, one could use a tool,
e.g., a can inbetween to achieve the desired contact state (bottom row). The
final choice depends on several factors like efficiency (usage of an additional
tool requires time capacities) or further tasks (e.g., refilling of the cup).

(e.g., tilting of a cup filled with coffee should be avoided). A
representation of such properties has already been presented
in [1]. We want to go a step further in this paper. We
focus on more dexterous tasks, which require a much more
detailed knowledge about the goal state in the environment.
The representation of such tasks should be flexible enough
to describe pre-defined fixed paths, if desired. At the same
time, less limited paths should be represented appropriately
as well. It should be possible to change those paths, if there
are other actors or objects in the environment, which affect
the scope of action of the robot.

Possible applications are daily life manipulations as well
as specialized tasks. An example of such a specialized task
are medical applications (robot-assisted minimally invasive
surgery). Knot-tying is an example of a demanding task
in this area. This requires very complex manipulations of
the involved threads. Such manipulations do usually not
take place in the same pre-determined environment. The
environment can change each time. Hence, the manipulation
path has to be adapted. Moreover, it should be possible to
transfer knowledge from one medical robot to another. This
could be done by a direct transfer of the knowledge base or
by an observation of a robot demonstrating the tasks.

We use the perspective of contact states as basic of the
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abstract representation here. We describe the environment
and its changes as contact states and contact states changes.
Such a contact state contains not only the information about
the existence of a contact, but also about the type of contact.
Therefore, we introduce appropriate relations between ob-
jects. These can describe the type of contact in more detail,
if complex contact like knots are desired. The contact state
perspective enables a clearly arranged representation with a
wide range of descriptions from simple to complex contacts.
The abstraction of knowledge in the described contact states
allows flexibility in the task execution through alternative
paths. The representation is independent of the robot. A
transfer from one robot to another is easily possible.

An illustrative example is shown in Fig. 1. If somebody
wants to drink water, he could ask for a cup with water.
The aim contact state is, hence, water in the cup. Of course,
one could directly fill water from the water conduit into the
cup. The usage of a tool like a can inbetween is another
possibility: The can could be filled with water and the water
can be filled from the can into the cup. Both ways (with and
without the can) lead to the desired final contact state. The
advantages or disadvantages of the tool usage can depend
on further external factors like efficiency (reduced efficiency
due to an additional tool) or further tasks (re-filling of the
cup at another place).

We define a tool as appliance to change the contact states
in the environment to the desired ones. The robot itself is
defined as an active object which executes the required ma-
nipulations. All other objects which cannot perform actions
themselves are non-active objects. Tools are, in general, also
non-active objects, which are used actively to change the
contact states. For example, if somebody wants to drink water
from a cup, we can consider a can as tool to fill water in the
cup.

It is possible to depict very simple manipulations in the
contact state perspective. For example, an object can be trans-
ported from one location to another. The aim contact state is,
then, the contact of the object with its final location. Hence,
the Functionality Map of [1] can be easily used. Moreover,
the contact state perspective has advantages concerning the
execution of transportation tasks. For example, box A has to
stand on box B on a desired table T. Currently, both boxes
are placed separately on another table. Our perspective of
contact states allows to build up of two alternatives: Box B
can be transported to T and placed there. Afterward, A can be
transported and put on B. Alternatively, A can be placed on
B, first, and, then, both boxes can be transported and placed
on the table T. The final choice of the procedure depends on
external factors (e.g., heavier load, but just one transportation
in the second procedure).

To sum up, we present a representation of the environment
for dexterous manipulations. The representation is chosen in
a manner, such that

1) it extends existing work with respect to a detailed
information representation for dexterous manipulation,

2) it is clearly structured to enable an easy usage,
3) it is reusable even in changing environments, and

4) path alternatives can be build up if feasible.
The paper is structured as follows: After an overview of

the related work, the approach is presented. In the approach,
the contact state and the role of the involved objects are
defined. Moreover, the composition and the usage of the
knowledge are described. Afterward, we depict the advan-
tages of our approach in exemplary scenarios. We end with
conclusions and future work.

II. RELATED WORK

The changing contact state (sometimes also contact
”mode“) between an object and a robotic hand has been
analyzed several times. For example, in [2], a randomized
manipulation planner was presented for a multi-fingered hand
and switching contact modes. The contact state between a
robot and an object (passive, hybrid and active closure) was
discussed in [3]. A contact space dynamic model and active
joint space model were developed in [4]. A manipulation of
an object using the entire body was discussed in [5]. Whole
body contact manipulation methods were presented in [6],
[7]. For example, the method in [7] allowed the physically
demanding task of, e.g., transferring a patient from a bed to
a wheelchair.
Moreover, approaches regarding a contact between an object
and its environment have been proposed. For example, the
kinematics analysis of such a manipulation was presented
in [8]. A contact state transition graph for graspless manip-
ulation was proposed in [9]. Srinivasa et al. [10] considered
the contact between the robot and the object as well as the
contact between the object and the environment in control
synthesis for dynamic contact manipulation.

In contrast to existing work, we do not focus on the
contact between a robot and its environment, respectively,
objects. Our perspective has the aim to describe the envi-
ronment by the contacts within the environment. In contrast
to assembling tasks, we present a general representation for
dexterous manipulation in the environment. Just the current
and the desired contact state descriptions are known here.
This distinguishes our work also from [11]. There, sequential
constraints of tasks were learned through a Programming by
Demonstration approach. The process of the manipulation
itself was in the foreground there. Our starting point is the
aim state of the manipulation. Moreover, we focus on a
representation for very dexterous manipulations.

Our work in this paper is inspired from the abstract
representation of actions in [1]. In contrast to [1], we focus
here on more dexterous manipulation, which requires a much
more detailed knowledge about the manipulation and the
desired aims.

Possible applications of our approach include dexterous
manipulations in medical applications. A good overview of
surgical and interventional robotics can be found in [12],
[13], [14]. An abstract representation of surgical tasks was,
e.g., suggested in [15] based on [1]. It is important to
distinguish our work from the aim of surgical skill teaching
in general. Reiley and Hager [16] used Hidden Markov
Models (HMMs) for surgical skill evaluation of robotic
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minimally invasive surgery. Discrete HMMs were built at
task level and at level of surgical gestures. The analysis of
different skill levels requires an efficiency check of procedure
planning. Padoy et al. [17] proposed Workflow-HMMs for
monitor the workflow based on 3D motion features. They
used a hierarchical HMM with phase-probability variables,
in order to model the dependencies between distinct phases
an the top level and to model the dependencies within
individual phases. The statistical modeling and recognition
of surgical workflow was presented in [18]. In [19], a
Human Machine Collaborative (HMC) system was proposed
to perform portions of surgical tasks autonomously and other
parts manually. HMMs were used to learn subtasks, which
are performed autonomously later on.

Our representation is independent from the used robotic
system. The authors in [20] validated robotic surgery training
assessment across different training platforms. We do not
focus on a certain execution of a task with a certain robot,
but on the abstract description of a dexterous manipulation
task itself. Our aim is an abstract representation of dexterous
manipulations in general. Medical procedures are one area
of possible applications. It is important to point out, that
this description is not considered to be directly used for
automated surgical operations. It is an abstract representation
of required capabilities for a sophisticated manipulation.

III. APPROACH

In the following, the contact state and the roles of objects
are defined for the representation of the environment. The
composition and usage of the contact state knowledge are
described afterward.

A. Contact State Definition

We define a contact state with respect to the involved
objects and properties of the contact:

contact(objects, contact_properties)

The contact properties can be described in different ways.
This enables a flexible usage under different requirements.
For example, a set of contact points can strictly describe
the contact state. Another, much richer and more complex
possibility are relations. Relations have the advantage, that
they can describe the contact properties in a more abstract
and less restricted manner. We define a relation in contact
properties by a relation attribute and the involved objects:

relation: [relation_attribute, objects]

Such relations allow alternative procedures, since the path
is described by the properties of the dexterous manipu-
lation. Motion-restrictions or efficiency requirements can
be considered. For example, a search for alternative paths
can be processed (e.g., due to additional obstacles in the
environment).

The usage of relations or fixed points depends on the
application. There can be tasks, for which a path of fixed
points is necessary as for a precise cut along a line. Other
tasks allow several or even many paths to achieve the

desired goal state, even if the manipulation is dexterous. For
example, if a knot has to be tied at shoes, the procedure is
not limited to one fixed path. Instead, the complex contact
state of the involved threads can be described by relations
(as we will also see later on).

In general, it is possible to define the contact properties
as set of properties, which can, in turn, contain a set of
properties. This allows to structure the properties. As the
term ”set“ already indicates, the properties of the contact can
be reordered arbitrarily within the set. In contrast, a relation
is strictly defined, since the adjective describes the relation
of the objects to each other. Hence, the order of the involved
objects matters in the relation.

B. Object Role Definition

The objects involved in the task can be active like a robot
with a gripper (active objects). Other objects are not active
themselves, as, e.g., a cup (non-active objects). Of course, it
is possible to use non-active objects through an active object.
We call these non-active objects tools. The role of the objects
in the contact states can depend on the current task. For
example, a can can be used as a tool to fill a cup with water.
If the task is the contact state ”water in the cup“, we are
done. Otherwise, the cup can, in turn, be a tool, e.g., to
drink water.

The contact state perspective allows the composition of
alternatives in a task. One or more tools can be included in
the task flow, if desired. We have already illustrated such
an example (water drinking, see Motivation and Fig. 1).
The final choice of a procedure depends on external factors,
which can, e.g., be stored in the Atlas presented in [21]. Our
definition of contact states and the subsequent definition of
the object role enables the build up of alternatives if desired
and appropriate.

C. Composition and Usage of the Contact State Knowledge

The described knowledge representation through contact
states can be composed through different procedures. One
procedure is the contact state definition by humans. It is
not necessary to program the entire robot. Just the above
descriptions need to be filled out. A second procedure is the
observation of demonstrations by humans or other robots.
The contact states in the environment have to be observed,
then. Hence, we are independent of the demonstrator (physi-
cal build-up and capabilities of the demonstrator, knowledge
representation, etc.).

In order to achieve possible paths which can fulfill the
task in a scenario we need to evaluate the contact state
description. If the task allows just a path of fixed points, the
path is pre-determined. It can be executed straight forward.
If the properties are described by a relation, the relation has
to be evaluated first, before a path can be created. As we
described, a contact property can contain sets of properties.
An element of these properties can, in turn, consist of a
set of properties. Therefore, we need to consider several
levels of properties. We start with one of the properties at
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the lowest level. This means, that these properties are not
defined through another property set.

If the contact properties are defined by a set, the execution
order of the elements in the set is not defined in advance.
This could, e.g., be determined by a real experiment or
a physical model, which simulates the execution of the
relations in different orders. The results of such a simulation,
respectively, experiment show, which execution orders lead
to the desired contact state. It is possible, that one, several
or all possible orders lead to the goal.

The objects themselves can already determine the area
of possible paths. One object or parts of an object (e.g., a
thread) can be fixed to a certain position. The task has to be
processed within the reachable region of the (partly) fixed
object. The movable object(parts) can be moved to achieve
the desired goal. Moreover, the movable object(parts) allow
to provide alternative paths. If, e.g., a knot has to be tied
at a shoe, the possible intersection point of the threads is
limited to the intersection area of both threads. During the
knot-tying execution, the intersection point is flexible within
this intersection area. At the end, the threads are tightened
and the position of their intersection is much more limited
to a smaller region.

The contact property and relation based description is not
limited to pre-defined paths. The objects can be described
relative to other, possibly movable objects. Hence, the final
path can be chosen under consideration of temporary con-
straints (e.g., other organs as obstacles). Different approaches
can be used to build up the final path. We simply take a path
which fulfills the desired properties and constraints, here.
In future work, the choice of the final points can, e.g., be
optimized as suggested in [22]. Another possibility is the
usage of Dynamic Movement Primitives (DMPs) [23], [24].

IV. EXPERIMENTS

In order to illustrate the advantageous options of the
contact-based perspective, we build up three scenarios. Some
of these scenarios require detailed knowledge about the
corresponding dexterous manipulation. Two scenarios are in
the context of medical applications. One further scenario
can also be applied in the medical context: knot-tying.
We describe the properties of the knot as for a ”normal“
knot, which is usually used by humans to tie their shoes.
Such a scenario illustrates a possible non-medical, daily-life
application.

Our scenarios focus on a top-down approach for the
desired tasks. This means, that the task knowledge is de-
scribed in the contact states and the corresponding relations
(e.g., filled in by a human user). As described, a bottom-up
approach could be applied as well.

We simulate the experiments. Real-world applications
would require many advanced sensing methods to illustrate
our approach (e.g., check of the depth of a cut in scenario I
of thread detection at the beginning of scenario II). This
is not the focus of this paper. The implementation is done
in C/C++. The inverse kinematics is estimated through a
stochastic approach for global minimization [25]. We use

the implementation by Oliver Ruepp [26]. This way of
estimating the inverse kinematics allows us the estimation
of several alternative joint configuration sequences, since we
are neither limited to pre-defined start configurations of the
robot nor to possible local minima along the path. Further
details can be found in [27].

We describe the robotic system in the DH-convention
suggested by Denavit and Hartenberg [28] in the form shown
in [29]. We simulate an arm of the MiroSurge system from
DLR [30] with a gripper [31], [32], since its DH-parameters
are available in [30], [31], [32]. The robot’s end-effector has
to pass an entry point to the human body. This entry point
has to be considered during the entire procedure. In general,
any medical robot could be used in the scenarios, since the
approach is independent of the robot.

A. Scenario I: Cut

The first scenario is a simple cut on an organ during an
operation. Such a cut is performed by a knife. Hence, the
contact cut on organ is defined as follows:

cut_on_organ({knife, organ},
cut_properties)

The cut properties define, how the cut on the organ is
performed. A cut cannot be chosen arbitrarily in an operation.
It has to be performed accurately along a certain path, which
is represented by a set of successive points. Of course, a cut
has a certain depth, which defines how deep the cut has to
be.

cut_properties = {cut_points, depth}

The path consists of fixed points. Hence, it is not possible
to find alternatives. However, we can optimize the configu-
rations of the robot along this path, e.g., with respect to effi-
ciency in control. We evaluate different robot configurations
sets for this scenario in our simulations. The configuration set
which has the smallest maximal speed peak along the path
has a peak at about 0.15 rad per time unit and an average
speed of 0.05 rad per time unit. The configuration set with the
minimal average speed (0.04 rad per time unit) has a slightly
higher maximal speed peak at 0.16 rad per time unit. The
differences regarding the speed peak and the average speed
are relatively small in this experiment.

B. Scenario II: Knot-tying

The second scenario is a knot-tying scenario. Two threads
are fixed at certain points and a knot has to connect both
threads. Consequently, the contact knot tying involves a set
of threads and certain properties, which define the type of
contact (the knot).

knot_tying(thread_set, knot_properties)

Theoretically, more than two threads could be knotted. We
focus here on two threads, since it shows the basic principle.

thread_set = {t_1(fp_1, l_1),
t_2(fp_2, l_2)}
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Each thread ti has its respective fix point fpi and a length li.
The properties of the knot are defined by two sets of
properties. The knot has a desired intersection point ip and
the knot should be tightened at this intersection point.

knot_properties = { intersection_point ip,
tightened_knot at ip }

The intersection point is the point of contact. There, the knot
is further characterized by the properties of the type of knot.
A knot of a simple, daily-life shoe tying scenario is used
here:

intersection_point ip = {
[over_behind, (t_{1, lower}, t_2, fp_1)],
[under, (t_{1, upper}, t_2)],
[under, (t_{1, upper}, t_{1, lower})] }

with

[over_behind, a, b, c)]

as description of putting a over and behind b. The variable
c can be seen as point of perspective to define ”behind“ an
object.

A knot is tightened through a distance maximization for
each thread tip and the intersection point, respectively, the
opposite fixed points.

tightened_knot = {
[maximize distance, (t_{1, tip}, ip)],
[maximize distance, (t_{2, tip}, ip)],
[maximize distance, (t_{1, tip}, fp_2)],
[maximize distance, (t_{2, tip}, fp_1)],
tolerance t_k}

The tolerance tk increases the area around the points, where
the described properties are fulfilled.

In order to achieve paths which can fulfill the task in this
scenario, we need to evaluate the contact state description.
First, the intersection point is of interest, since it is at the
lowest level in the property description. A simulation of the
possible manipulation orders would, e.g., show, that, if the
last relation (move the upper part of t1 under its lower part) is
perform first, there will be no long-term effect, since further
actions of t1 will destroy the effect. Therefore, it has to be
processed later. If the upper part of t1 is put under t2 first,
it will be impossible to move the lower part of t1 over t2
stably. Hence, the relations have to be achieved in increasing
order. Consequently, we cannot get alternatives regarding the
execution order of the relations.

We see in the definition of the intersection point, that two
threads are involved. At least one of them has to be moved to
change the contact states. We assume here for simplicity, that
we use two manipulators. Each manipulator moves just one
of the threads. Thread t1 should be moved over and under
t2. This means, that a lift of t1 and t2 is necessary. t2 can be
lifted before or during the procedure (last possibility: before
t1 should be moved under t2). Hence, these two alternatives
are possible.

Fig. 2. Original and shifted path in the knot-tying scenario. The original
path (blue) cannot be applied, when the colored organ is present, since
both are intersecting. In contrast, the shifted path (red) is collision-free.
The dashed lines illustrate the path of the supporting manipulator (lifting
one thread, tightening). The green crosses indicate the pick-up points of the
threads.

The execution of the property tightened knot is straight
forward, but not fixed to a pre-defined path. The correspond-
ing distances have to maximized within the tolerance tk.

In our simulation, one path is created without further
constraints. A second path is built under the consideration of
an obstacle - another organ. This requires a partial shift of the
first (original) path (see also Fig. 2). The start positions are
the same for both paths, whereas the intermediate points are
shifted away from the organ. The end points are just slightly
moved to achieve an end position, which is similar to the
original one, while avoiding the obstacle. The advantage of
our representation is clearly visible here: Only the pick-up
points of the threads are fixed. The final execution of the
desired manipulation is not limited to a fixed path. A possible
path can, e.g., be shifted easily to avoid an obstacle.

The differences between the original and the shifted path
are small regarding the average speed and the maximal speed
peak (average: about 0.7 and 0.6 rad per time unit; peak: both
3.1 rad per time unit). The average speed of the supporting
manipulator (lifting the thread, tightening) is the same in the
original and the shifted path (0.1 rad per time unit). The
peaks in the speed profile differ (0.3, respectively, 0.5 rad
per time unit). To conclude, the shift of the path influences
the efficiency of the manipulation just partly. The obstacle
avoidance can be performed without disadvantages regarding
the efficiency of the main manipulator, whereas the speed
peaks in the profile of the supporting manipulator differ.

C. Scenario III: Suturation

The third scenario describes a suturation during an opera-
tion. A suturation is performed between at least two objects,
which have to be in contact at certain points afterwards. The
contact suturation consists of the tissues, which have to get
in contact under consideration of the suturation properties.

suturation(suturation_tissues,
suturation_properties)
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We consider two objects o1, o2 for our suturation scenario,
which have a respective stiffness sti. Moreover, an addi-
tional tool (”supporting tissue“) is introduced to keep the
objects o1, o2 in contact.

suturation_tissues = {o_1(st_1),o_2(st_2),
supporting_tissue}

Theoretically, the objects can be set in contact in any way.
For example, the end-effectors of a two-armed robot could
move the objects together. If the end-effector unhand its
contact to the respective object, the objects might jump back
into their original positions without contact. Hence, another
tool like a thread is needed to keep the objects in a long-term
contact. Theoretically, one could bind the thread around both
objects. If the thread cannot be put around the objects, the
thread can connect both objects through a stitch. We want to
achieve the contact of the suturation through stitches along a
desired contact line. A sufficient number of suturation points
has to ensure this contact.

suturation_properties = {
suturation_points,
stitch_properties }

The stitches at the suturation points are, in turn, described
through certain stitch properties. For example, a simple
direct stitch from one tissue to the other can be chosen. A
stitch in form of a cross is more demanding, but more stable.
Moreover, a stitch into one object has a certain direction,
which can be more or less restricted. We choose a simple
stitch for our experiments here:

stitch_properties = {
{simple_stitch},
{penetration_direction}}

The contact suturation illustrates our concept of the role
of the involved objects. In order to perform the desired stitch,
a needle is necessary. The needle and the thread are non-
active objects, which are used as tools. The thread is the
additional tool (”supporting tissue“) to keep the objects in
contact. The needle is a further tool, which is necessary
during the execution. The tissues which have to get in contact
are non-active. The two-armed robot is the active object,
which performs the task.

In our simulation, we assume that the tissues are soft and
deformable. No handover of the needle is required. We treat
the needle as elongation of the manipulator as long as it
is grasped by the end-effector. The path of the end-effector
is restricted at the respective stitch points. However, it is
less restricted in the approach phase and in the after-stitch
phase. The closer the path point to the stitch point is in
these phases, the more restricted it is. Hence, we use a cone-
shaped path restriction in the approach and after-stitch phase.
The cone’s height points towards the penetration direction.
We represent the cone by points on the cone’s cover (see
Fig. 3) and a step-wise adaption of the orientation to the
desired orientation. If restrictions have to be considered,
alternatives can be chosen within the cone. For example,

Fig. 3. Path of the suturation scenario. The blue path depicts the fixed
part of the path in the scenario. The red part shows alternative paths in
the approach phase, which is less restricted. The green cross indicates the
center of an obstacle (e.g., another organ). The entire obstacle is illustrated
in Fig. 4.

Fig. 4. Path of the suturation scenario with depicted obstacle (Similarly
to Fig. 3).

other organs should not get injured by the needle tip. In order
to decrease injury avoidance, one could choose the path with
the maximal distance to other organs. The organs could be
represented through virtual fixtures [33], [34]. The alternative
paths in cone-shape are similar to principles in [35]. Parts of
our path are fixed (stitch points), whereas others are more
flexible (approach phase).

First, the configuration set with minimal average speed
(0.21 rad per time unit; peak: 1.26 rad per time unit)
is determined for the fixed part of the path (the stitch
points). Its first configuration along the fixed path is the aim
configuration at the end of the approach phase. Four possible
approach paths to the first fixed point are analyzed. These
four paths form the described cone (see Fig. 3). The system
analyses correctly, that the bottom path cannot be used, since
it intersects the organ. The top path is furthest away from the
organ. Fig. 4 illustrates these results clearly. Both paths at
the side have the same distance to the organ. The path on the
left has the smallest average speed (1.1 rad per time unit)
and the smallest speed peak of all four paths (2.6 rad per
time unit). The average speed of the top path is just slightly
worse with 1.2 rad per time unit. Its speed peak at 2.9 rad
per time unit is higher.

1056



V. CONCLUSION AND FUTURE WORK

The proposed representation of object relations in the en-
vironment for dexterous manipulations is based on a contact
state perspective. This allows not only an easy handling
of complex dexterous manipulations, but also reusage and
adaption in changing environments if feasible. Our scenarios
illustrate the advantages. The paths are adapted if necessary
due to obstacles (other organs). Moreover, efficiency criteria
have been included in the final choice of the path. The usage
of different robots is possible, since the representation is
robot-independent.

In future work, a specific path optimization approach
would be desirable, e.g., similarly to [22]. Moreover, the dis-
crete set of possible paths could be extended to a continuous
set in the future.
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