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Abstract. In this paper, an object recognition and pose estimation ap-
proach based on constraints from primitive shape matching is presented.
Additionally, an approach for primitive shape detection from point clouds
using an energy minimization formulation is presented. Each primitive
shape in an object adds geometric constraints on the object’s pose. An
algorithm is proposed to find minimal sets of primitive shapes which
are sufficient to determine the complete 3D position and orientation of a
rigid object. The pose is estimated using a linear least squares solver over
the combination of constraints enforced by the primitive shapes. Exper-
iments illustrating the primitive shape decomposition of object models,
detection of these minimal sets, feature vector calculation for sets of
shapes and object pose estimation have been presented on simulated
and real data.

1 Introduction

Object detection, recognition and pose estimation using 3D data is a classic
problem in computer vision. There are several types of approaches widely used
for this problem. Purely shape based approaches include geometric shape detec-
tion [1], primitive shape graphs [2], [3], surflet-pair based approaches [2], [4], [5]
and triple-point feature method [6]. Keypoint and descriptor based approaches
include local color keypoint [7], [8], local shape keypoint [9] and global descrip-
tors [10]. Each of these approaches have their own advantages and disadvantages.
Color based methods work only on textured objects, while purely shape based
approaches can not distinguish between objects having identical shape but differ-
ent texture. Global descriptors such as VFH [10] require a cumbersome training
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phase, where a large number of object views need to be generated by real ex-
periments. Besides, their accuracy decreases significantly in case of occlusions
and partial views. The advantage of these methods lies in their computational
speed. On the other hand, methods such as [3], [4], [5] are designed to be robust
to partial views, occlusions and noisy data but don’t scale well for real-time
applications or large point clouds.

This work focuses on object detection using shape information, since the
applications we deal with involve industrial parts which are often metallic and
texture-less. Another important property of these parts is that they are often
composed of simpler geometric parts and hence, their geometries can be ap-
proximated accurately using a set of primitive shapes such as planes, cylinders,
sphere, etc. Primitive shape detection from 3D data, which is essential for this
approach, is also a well-researched topic. Some of the prominent approaches in-
clude detection of planes and 3D conics [3], superquadrics [11] and fast plane
detection [12]. In this paper, we propose an energy minimization based approach
which can handle different kinds of primitive shapes, given that the distance of a
candidate point from the shape and an estimate of the complexity of the shape
representation can be calculated. Our approach is similar to the one presented
in [2]. A key difference in our work is that the iterations for merging/filtering of
primitive shapes are now included in the energy minimization approach itself.
Hence, heuristics for merging shapes are no longer required.

An important concept presented in this work is an algorithm to detect min-
imal sets of primitive shapes in an object model. In [2], the authors presented
the concept of minimal sets for 3D pose estimation. However, possible combi-
nations such as 3 planes or a plane and a cylinder were defined explicitly. In
our approach, we model the constraints that each primitive shape enforces on
the object’s pose and can detect these minimal sets automatically from a set
of shapes. Also, the object recognition approach can handle over-specified con-
straints and estimate the pose in a least-squares sense. This provides additional
tolerance to noise in the estimation of the primitive shape parameters.

Finally, an approach for calculating feature vectors from sets of primitive
shapes is presented, that can be used for object recognition. These features
contain not only the features from each of the primitive shapes, but also encode
geometric properties which arise from combinations of these primitive shapes.

2 Organization/Overview

In Section 3, the primitive shape decomposition approach is presented. In Section
4, the modeling of constraints from primitive shapes is presented. In Section 4.1,
an algorithm for object recognition using feature vectors from sets of primitive
shapes is presented. In Section 4.2, an algorithm for detection of minimal sets of
primitive shapes is presented. In Section 4.3, a pose estimation approach using a
least squares optimization over shape constraints is presented. Finally, in Section
5 an evaluation of the mentioned approaches and some applications are provided.
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Fig. 1. Pipeline for Primitive Shape Decomposition.

3 Primitive Shape Detection

The primitive shape detection pipeline is shown in Fig. 1. The point cloud
P is represented as a set of primitive shapes si containing points pi ⊆ P such
that ∪pi ⊆ P . In this work, the primitive shapes si can be planes, cylinders
and spheres. An example of such a decomposition is shown in Fig. 2, where the
original scene cloud is shown in Fig. 2 (a) and its decomposition into primitive
shapes is shown in Fig. 2 (b).

Fig. 2. Primitive Shape Decomposition example : (a) RGB channel of original
Point Cloud (b) result of Primitive Shape Decomposition (c) Primitive Shape
Graph representation.

3.1 Primitive Shape Hypothesis

Hypothesis for primitive shapes are generated by randomly sampling point sets
in the point cloud. Once the hypotheses have been generated, each point in the
cloud is checked to determine whether it satisfies the hypotheses. The method
used for generating a hypothesis and determining its inliers depends on the type
of primitive shape.

– Planes: A plane hypothesis can be generated using a single point (X0) with
its normal direction (n̂). To test if a point X lies on the plane (X −X0) .n̂ =
0, the distance of the point from the plane | (X −X0) .n̂| is used.
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– Cylinders: A cylinder hypothesis can be generated using 2 points (X0, X1)
with their normal directions (n̂0, n̂1). The principal axis of the cylinder is
selected as the minimum distance line between the normal directions n̂0 and
n̂1. The radius r is the distance of either point to this line. To test if a point
X with normal direction n lies on the cylinder, the minimum distance point
on cylinder’s axis is calculated Xmin. The vector X − Xmin should have
length r and direction n.

– Spheres: A sphere hypothesis can be generated using 2 points (X0, X1)
with their normal directions (n̂0, n̂1). The intersection of the lines along the
normal directions of each point is the center of the sphere Xc. The radius r
is the distance of either point to the center. To test if a point X with normal
direction n lies on the sphere, vector having length r and direction X −Xc

is compared with the vector having length |X −Xc| and direction n.

3.2 Primitive Shape Assignment

The hypotheses associated with each point in the cloud can be considered as
labels for point. There may be multiple labels associated with each point and
the labeling may be spatially incoherent. To resolve such issues and generate a
smooth labeling, a multi-label optimization using graph-cuts is performed. In
this setting, the nodes in the graph comprise all possible assignment of labels to
the points. The different terms of the energy functional are explained below:

– The data term indicating the cost of a label assignment to a point is pro-
portional to the distance of the point from the primitive shape.

– The smoothness term penalizes neighboring points having different labels
and the penalty is inversely proportional to the distance between the neigh-
boring points.

– Label swap energies are used for neighboring primitive shapes in a way that
only neighboring primitive shapes labels can be swapped.

– Label energies are added according to the complexity of the primitive shape
(e.g. planes require 3 parameters while cylinders require 7), thereby favoring
simpler primitives and penalizes over-fitting of primitives.

The convex energy functional thus created is then solved using the α - ex-
pansion, β -swap algorithms [13], [14], [15], [16] which gives the label assignment
for each point in the cloud, such that the total energy is minimized.

3.3 Merging and Pruning of Primitive Shapes

Due to the addition of label energies, some hypotheses might not be assigned
any points. Such hypotheses are removed from the hypothesis set and the opti-
mization process is repeated until no more hypotheses can be removed.
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3.4 Primitive Shape Graph(PSG) Representation

The primitive shapes detected in the previous step are now used to create a
graphical representation of the point cloud. In this graph G = (V,E), each
primitive shape is a node v ∈ V and neighboring primitive shapes are connected
by an edge e ∈ E. An example of such a graph is shown in Fig. 2 (c).

4 Constraints from Primitive Shapes

Fig. 3. Geometric Constraints enforced by each primitive shape.
Constrained/un-constrained axes are indicated by solid/dotted arrows re-
spectively. (a) Infinite Planes: The position along z-axis (normal direction) is
fixed, while positions along x and y is are free. Rotation is allowed only around
z-axis. (b) Infinite Cylinder: The position along x and y axes is fixed, while
position along z-axis (principal axis of cylinder) is not fixed. Rotation is allowed
only around the z-axis. (c) Sphere: The positions in all axes are fixed. Rotation
is allowed around all axes.

Each primitive shape Pi enforces a set of constraints (Cpi, Cni) on the position
and orientation of the object respectively. Each row of Cpi and Cni contains a
direction along which the constraint has been set. Examples of constraints set
by each primitive shape are shown in Fig. 3 and explained below:

– Infinite plane: Cpi = [0, 0, 1] and Cni = [1, 0, 0; 0, 1, 0]
– Infinite cylinder: Cpi = [1, 0, 0; 0, 1, 0] and Cni = [1, 0, 0; 0, 1, 0]
– Sphere: Cpi = [1, 0, 0; 0, 1, 0; 0, 0, 1] and Cni = φ

A complete set of primitive shapes is defined as a set where the constraints
fully specify the 3D position and orientation of the object. A minimal set of
primitive shapes is defined as a set which is complete but removing any primitive
shape from the set would make it not complete.



6 Somani et al.

Table 1. Feature Vectors for Primitive Shape sets

Primitive Shape FeatureVector (fv)

Inf. Plane φ

Inf. Cylinder radius

Sphere radius

Plane+Plane
fv(plane1), fv(plane2),
angle(plane1 normal, plane2 normal),
min distance(plane1, plane2)

Cylinder+Cylinder
fv(cylinder1), fv(cylinder2),
angle(cylinder1 axis, cylinder2 axis),
min distance(cylinder1, cylinder2)

Plane+Cylinder
fv(cylinder), fv(plane),
angle(plane normal, cylinder axis)

Plane+Plane+Cylinder fv(plane1, cylinder), fv(plane2, cylinder)

4.1 Feature Vectors for Sets of Primitive Shapes

Feature vectors for sets of primitive shapes can be defined using geometric prop-
erties of the primitive shapes. These features contain not only the properties of
each primitive shape, but also the geometric properties relating different primi-
tive shapes together.

Some of the feature vectors used for primitive shapes their combinations
are defined in Table 1. It can be seen that the feature vector consists of (a)
the intrinsic features of each shape and (b) the geometric relations between the
shapes. Hence, feature vectors for more complicated sets can be constructed
using this approach. It should be noted that these sets need not be complete.

Given a model with a set of primitive shapes [P ]m, and sets of complete
shapes [[P ]i]c (where [P ]i ⊂ [P ]m), the set of primitive shapes [P ]s detected in
the scene can be matched with each of the complete sets in the model, using the
corresponding feature vectors. The distance between the feature vectors provides
a metric for recognition of objects.

4.2 Constraint Processing for Complete and Minimal Primitive
Shape Set Detection

The constraints (Cpi, Cni) enforced by each primitive shape Pi are stacked into
two matrices Cp and Cn (each having 3 columns), where Cp represents the com-
bination of constraints for the position and Cn represents the combination of
constraints on the orientation. The constraints are complete if the matrices Cp

and Cn both have rank 3. Fig. 4 shows an example of a complete set of primitive
shapes. An algorithm for detecting minimal sets is presented in Algorithm 1.

4.3 Constraint Solving for Pose Estimation

Let us consider the object’s frame to be specified at position t and orientation
(rotation matrix) R. This can also be represented in the form of a homogeneous
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Fig. 4. Primitive shapes groups in a sample object. (a) Sample object. The cylin-
der fixes the position of the object in x and y axes, the plane1 fixes the position
along the z-axis, and plane2 fixes the position in y-axis. The cylinder and plane1
both fix the rotation of the object in x and y axes, and plane2 fixes the rotation
in z and x axes. (b) The pose of the object is fully defined in 3D. However, the
cylinder axis direction and the normal direction of plane1 are the same. Hence,
rotation of the object along the z-axis is not fixed. (c) Position and orientation
of the object are both fully defined and these primitive shapes form a minimal
set.

transformation matrix T . From the object models, the relative pose (partially
defined) Ti of each primitive shape Pi w.r.t. the object’s frame is available. To
obtain the pose of the object, we need to solve linear equations of the form
A(p,n) × xo(p,n) = bo(p,n) and where A is the matrix containing the constraints,
and xo(p,n) is the position and orientation respectively of the object’s frame of
reference.

So far the constraints have been defined in the primitive shape’s frame of
reference x(p,n) and provide linear equations of the form C(p,n) × x(p,n) = b(p,n).
The values of the vectors bp and bn are 0 and 1 respectively. Since we are now
trying to estimate the pose of the object’s frame, these b(p,n) values will be
modified to bo(p,n) in the following way:

– Position: xp = Ri × xop + ti. Hence, C × xp = bp ⇐⇒ (C × Ri) × xop =
bp − C × ti.

– Orientation: xn = Ri × xon. Hence, C × xn = bn ⇐⇒ (C ×Ri)× xon = bn.

In this way, the constraints defined by the primitive shapes can be solved
to obtain the complete pose of the object. If the constraints are complete, the
pose is uniquely defined. Otherwise, the constraint solver returns one possible
solution.

5 Evaluation and Applications

Fig. 5 shows some results obtained by applying the proposed primitive shape
decomposition approach to the Object Segmentation Database [17].
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Algorithm 1 Detecting minimal and complete primitive shape sets

Input : [Pi] (set of primitive shapes)
Output : [[Pi]min], [[Pi]complete] (sets of minimal and complete primitive shapes)
forall Pi

min flag ← true
[P ]candidate ← Pi

forall Pj , j > i
[P ]candidate ← [P ]candidate ∪ Pj

If check complete([P ]candidate)
[[Pi]complete]← [[Pi]complete] ∪ [P ]candidate

If min flag
min flag ← false
[[Pi]min]← [[Pi]min] ∪ [P ]candidate

EndIf
EndIf

EndFor
EndFor

Fig. 5. Some results of the primitive shape decomposition algorithm on the
Object Shape Database

Fig. 6 shows examples of (b) not complete, (c) minimal and (d) complete
sets of primitive shapes for the same object.

5.1 Calculating detectability of objects from viewpoints

Using the primitive shape sets approach, it can be calculated whether an object’s
pose can be fully estimated using a set of visible primitive shapes. This knowl-
edge is important in object recognition and pose estimation problems, where
primitive shape based approaches might fail due to insufficient data available
from a certain viewpoint. The approach presented in this work can detect such
problems. Fig. 7 shows an example of different sets of primitives detected from
different viewpoints.
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Fig. 6. Primitive shapes groups in a sample objet. (a). The sample object. The
cylinder fixes the position of the object in x and y axes, plane1 fixes the position
along z-axis, and plane2 fixes the position in y-axis. The cylinder and plane1
both fix rotation of the object in x and y axes, and plane2 fixes rotation in z and
x axes.(b) Position of the object is fully defined in 3D. However, the cylinder
axis direction and normal direction of plane1 are the same. Hence, rotation of
the object along z-axis is not fixed. (c) Position and orientation of the object are
fixed and these primitive shapes form a minimal set. (d) Position and orientation
of the object are fully defined. These primitive shapes form a complete set but
not a minimal set.

Fig. 7. Primitive shapes groups for different views of an object. Using primitive
shape sets, it can be calculated whether an object’s pose can be fully estimated
from a viewpoint. In (a) the position of the object along y axis is not determined.
In (b) and (c) the complete pose of the object can be estimated. (Note: The
detected primitive shapes are highlighted manually to make the image clearer.)

6 Conclusion and Future Work

In this paper, an algorithm for object recognition and pose estimation that is
based on geometric constraints provided by the set of primitive shapes which
the object model consists of has been presented. Detection of minimal and com-
plete sets of primitives is an important feature of this formulation, which enables
several applications such as determining whether and with what restrictions an
object’s pose can be estimated from a certain viewpoint. Future work includes
incorporation of more shape primitives into the framework. The current ap-
proach for determining minimal and complete sets is designed to be a complete
approach, which could be sped up using heuristic approaches.
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