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Ultrasonic Holography Techniques for 
Localizing and Imaging Solid Objects 

Alois C. Knoll, Member, IEEE 

A bsfracf-Ultrasonic holographic imaging holds the potential 
for recognizing object contours in two-dimensional or three-di- 
mensional space. The theory of both the monofrequency and 
multifrequency modes of the method, as suitable for the require- 
ments of object recognition in robot assembly tasks, is de- 
scribed. The theory was implemented experimentally. Results 
obtained show that the monofrequency approach provides fairly 
good lateral but insufficient depth resolution. By contrast, with 
multifrequency holography, depth resolutions of better than 3 
mm and lateral resolutions of about 10 mm are attainable. New 
ultrasonic transducers, combined with a special signal prepro- 
cessing procedure, are a prerequisite for resolutions of this 
order. Typical images as obtained from several test scenes are 
presented. Suitable applications and possible future research are 
briefly outlined. 

I. INTRODUCTION 
N recent years, noncontact sensing based on ultrasonics I has increasingly attracted attention in the robotics commu- 

nity . Ultrasonic sensors provide accurate distance measure- 
ment at low cost, are simple in construction, and are mechan- 
ically robust. Often they can be used in environments where 
other sensors tend to fail. Moreover, the basic arrangement is 
very simple: An ultrasonic transmitter generates a short 
sound impulse causing a longitudinal wave to propagate away 
from the sensor. This wave is reflected by solid objects and 
travels back to the sensor waiting for the return echo. Upon 
reception of the echo, the time of flight is determined. 
Multiplication of this time period by the sound velocity yields 
the distance between the sensor and the reflector. 

In spite of this straightforward principle, and other advan- 
tages, the range of applications of these sensors has remained 
rather narrow [l], [2]. This may be due to several shortcom- 
ings partly inherent to the physics of ultrasound propagating 
in air but also to properties specific to commonly available 
sonar range meters: Sensors are easily misled by multiple 
reflections occurring even in moderately complex environ- 
ments. For example, erroneous outputs are frequently ob- 
served in the presence of ambient noise, air currents, and 
thermal variations; objects exhibiting specular surfaces not 
orthogonal to sound propagation cannot be detected because 
such surfaces reflect the signal energy away from the point- 
like receiver. For robot assembly tasks, however, the most 
severe restriction is poor spatial resolution. Mostly for this 
reason, ultrasonic sensors have widely been regarded as 
unsuitable for object recognition requiring the separation of 
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different objects or of fine object details on the order of 
centimeters or below. 

The vast majority of applications may be found in the 
realm of mobile robots [3]-[8]. For purposes of obstacle 
avoidance and guidance control, ultrasonic sensors circum- 
venting many of the aforementioned disadvantages may be 
designed. Typical designs include horn-like rotating sensor 
devices or arrangements of several independent one-dimen- 
sional sonars. Other approaches use mechanical scanners or 
electronically deflected arrays of ultrasonic transducers trans- 
mitting into different directions and receiving echoes by a 
single wide-angle receiver. The data acquired may be used to 
generate a coarse image of the world surrounding the sensor. 

These designs, along with a number of attempts to intro- 
duce other sensor concepts employing different principles 
[9]-[19], aim primarily at extending the spatial field of view 
of the sensor in the lateral direction, i.e., perpendicular to the 
direction of sound propagation. In the axial direction, how- 
ever, sensors based on standard sonars [20] permit the detec- 
tion of only the closest reflector with respect to the direction 
of sound propagation (axial or depth direction). Objects 
behind this first reflector will not be recognized because the 
timer of the sensor is stopped after the reception of the first 
partial echo exceeding a certain threshold. All echoes that are 
reflected by objects farther away and thus arrive later are 
discarded. Although easy to implement, this procedure pro- 
vides only a fraction of the information about the environ- 
ment contained in the entirety of all echoes. It is obviously 
desirable for a powerful sensor for object recognition to 
make available as much information about the object struc- 
ture, including axial information, as is possible. The latter 
may be derived from the return signal if the echo sequence 
returning to the receiver is recorded over a certain period of 
time by means of a transient recorder [21], [22]. The com- 
plete signal may then be examined even for faint echoes. 

Acoustical holography holds the potential for exploiting all 
information in both the axial and lateral directions, thereby 
making the generation of comparatively high-resolution im- 
ages possible. This method has been used successfully in the 
area of nondestructive evaluation (NDE) as well as medical 
and underwater marine applications for detecting, localizing, 
and tracking objects [23]-[29]. By contrast, our work has 
focussed on adapting holography to the needs of robotics 
where the determination of the shape and structure of objects 
is of primary interest. Sensor and object geometry also differ 
significantly from NDE as do the requirements for speed, 
resolution, transducer properties, waveform of irradiating 
signals, and workspace dimensions. 
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In this paper we briefly review the theory underlying the 
holographic approach for both monofrequency and multifre- 
quency sound signals. Based on the resulting mathematical 
relations, possible implementations of the holographic method 
are discussed. A specially developed ultrasonic transducer 
and a signal preprocessing algorithm are presented. The 
experimental setup is described along with results achieved 
for some objects. We conclude with an assessment of the 
benefits of the method and an outline for possible future 
research. 

11. METHOD 
The purpose of holography, optical or acoustical, is the 

reconstruction of wavefronts based on the knowledge of their 
phase and amplitude distribution on a prescribed surface. It is 
a two-step process: recording and subsequent reconstruction. 
The stored representation of the phase and amplitude distribu- 
tion is called a hologram. If the recording is done on a 
two-dimensional surface, reconstruction is possible for 
three-dimensional space. Likewise, if reconstruction is de- 
sired for a plane, recordings need only be taken along a line 
[24], [26] ,  [3 11. Object recognition follows the reconstruc- 
tion step in the following way: At all points where a sound 
source or a reflector is located, the magnitude of the recon- 
structed wave field takes on high values; at other points, its 
magnitude is low. Suitable thresholding therefore isolates the 
contours of the objects inside the reconstruction region. 

The process of wavefront reconstruction is easy to under- 
stand if one recalls the Huygens-Fresnel principle of wave 
propagation: Every point of a wavefront may be regarded as 
the center of a secondary elementary wavelet; the superposi- 
tion of all of these wavelets constitutes the wavefront at any 
point in space. Ideally, upon completion of the recording 
step, the amplitude and phase of all elementary wavelets 
emanating from the recording surface are known. By means 
of transmitters generating elementary waves of exactly the 
phase and amplitude registered during recording, the original 
wavefront may be reproduced physically. In our context, 
rather than generating a replica of the wavefield, the knowl- 
edge of its magnitude distribution at the time of recording is 
of primary interest. Therefore, the reconstruction of the field 
is carried out numerically, yielding a set of values represent- 
ing its magnitude. 

For many applications in robotics, two-dimensional (axial 
and lateral) recognition of object structures will be adequate. 
Since it is obviously much easier to realize in practice than 
full three-dimensional recognition, we will restrict our atten- 
tion to the two-dimensional planar case. Here, both the object 
and the field have no structure perpendicular to the ( x ,  z )  
plane (see Fig. 1). Their long dimension extends infinitely 
both in the positive and negative y direction. Therefore, a 
single cross section at y = 0 defines the entire cylindrical 
object. The sound field is also independent of the y coordi- 
nate and it may be recorded completely along a line in the 

This model is sufficient for objects that have little or no 
structure in the y direction or for focusing transducers whose 
radiation patterns are narrow in the y direction and thus 

( x ,  z )  plane. 

f 

Fig. 1 .  Principle of holographic recording in reflection mode. 

illuminate only a small stripe of the object. Mathematically, 
the extension to three dimensions is simple and requires only 
minor modifications, but for true three-dimensional imaging, 
the sound field varies in the y direction as well and must 
therefore be recorded on a surface, not just along a line. The 
differences between the two-dimensional and the general 
three-dimensional case will be mentioned as the theory is 
developed below. 

A .  Monofrequency Holography 

In the case of monofrequency holography, stationary sound 
wavefields of a single frequency, which remains constant 
over time, are recorded and reconstructed. To generate an 
image of the object's shape, the sound field inside the object 
plane is computed based on the data recorded on the aper- 
ture. A plot of the sound field magnitude in the object plane 
then renders an image of the object contours. 

With reflection-mode holography, an ultrasonic transducer 
emitting a sinusoidal wave irradiates the object to be analyzed 
(Fig. 1). Reflection at an object causes a certain fraction of 
the sound ellergy to be scattered back to the aperture where 
the recording takes place. All object points occur at a con- 
stant depth z,, while the aperture of length D is assumed to 
be at z = 0 (Fig. 2). At any point, the sound wavefield of 
wavelength X is completely defined by a complex-valued 
function @ ( x ,  z ) .  

The phase and amplitude of @ ( x ,  z )  are defined with 
respect to amplitude and phase of the transmitted signal 
acting as a constant reference. As mentioned above, the goal 
of numerical reconstruction is to compute the magnitude 

1 @ ( x ,  z )  1 inside the ( x ,  z )  plane. It is clear that this can be 
done only for a finite set of points. If the sound field is to be 
recorded completely, it is necessary that the receiving device 
be able to measure both the phase and amplitude of @. They 
can be measured directly only if the relationship between the 
acoustical input and the electrical output of the receiving 
element is linear. This linearity requirement is met by acous- 
tical transducers. 

Unambiguous reconstruction is possible only for spatial 
regions that do not contain sound sources or inside which the 
exact location and strength of sound sources are known [30], 
[31]. In our context, the half-space z 5 0 meets this require- 
ment while the half-space z > 0, which contains the object, 
does not. It is obvious that the position and strength of the 
sound sources are difficult, if not impossible, to determine if 
only the field distribution on the aperture is known because 
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Fig. 2. Geometry for monofrequency holography. 

different sources may generate identical field distributions. It 
can be shown, however, that even on half-space z > 0 an 
exact reconstruction is possible for all points within the 
region 0 5 z < zo, where zo denotes the depth of the object 
point closest to the aperture (see [31, p. 371). Consequently, 
monofrequency holography is appropriate only for the recog- 
nition of objects not extensively structured in the depth 
(axial) direction. 

With these principal limitations in mind, we now derive 
the reconstruction formula and in the process establish the 
relevant mathematical nomenclature. Subsequently, we will 
show how it must be modified for implementation on a digital 
computer. The distribution of sound wavefields @ ( x ,  z )  in 
air is governed by the fundamental scalar wave equation [32]. 
In the monochromatic (single frequency) case, the time de- 
pendency is assumed to be eJWt at any point in space; it will 
henceforth be dropped. It follows directly that in the source- 
free regions the sound field is given by 

A@( X ,  Z )  + k 2 @ (  X ,  Z )  = 0 ( 1 )  

where k = 2 n / X  = o / c  is the wavenumber, and c the 
speed of propagation. Solving (1) for iP compatible with 
boundary conditions imposed by the object yields the desired 
field distribution. In our context, however, the structure of 
the object is unknown, and only the sound field on the linear 
aperture is given. Thus, it is necessary to transform ( 1 )  using 
Green’s theorem to obtain our basic reconstruction formula 

Z 

J( x - x‘)2 + z2  

- Hi1)(  k J( x - x’)’ + z2 ) dx‘ ( 2 )  

where @( x’, 0) denotes the strength of the complex sound 
field measured on the aperture. H,(’) is Hankel’s function of 
the first kind and the first order, describing the phase and 
amplitude dependence of converging waves propagating from 
the object to the aperture. In principle, these waves are 
weighted by the strength ‘P( x’, 0) on the aperture and super- 
posed by taking the integral over the aperture to form the 
resulting wave field. Their amplitude is reduced by an obliq- 
uity factor that is the cosine of angle 0 that the incident wave 
makes with the normal of the aperture (see Fig. 2). In the 
above equation this cosine is represented by the quotient 

In the case of three-dimensional reconstruction, the sound 
z /  J( x - x y  + z 2  . 

field @( x’, y’, 0) must be recorded on an aperture surface. 
Then, @ ( x ,  y ,  z )  is computed by taking the double integral 
over x’ and y’. The integrand consists of @(x‘ ,  y‘, 0) ,  as 
before multiplied by cos 0, and a function eJkrl / r l  replacing 
the Hankel function and describing the propagation of spheri- 
cal waves converging toward the aperture. The distance term 
r l  = J ( x  - x ’ ) ~  + ( y  - y’)’ + z 2  now also depends on 
the y coordinate (see [33, p. 401 for a full derivation). 

Since the evaluation of (2) for the entire region 0 I z < zo 
is cumbersome and in most cases unnecessary, we will 
restrict ourselves to an approximate solution in the paraxial 
area where x + z and hence r = = z .  Then, 
H,“) can be replaced by its asymptotic approximation 

( 3 )  

and, using r 2  = x2  + z 2 ,  the distance term becomes 

(4) 

Substituting (3) and (4) into (2) we obtain 
W 

@ ( x ,  z )  = j- 

. , - J k ( x x ‘ / r - ~ ’ ~ / ( 2 r ) ( l  - x Z / r Z ) )  d X I .  ( 5 )  

For notational convenience, we substitute sin CY = x / r  and 
cos a! = z / r  into (5) and get 

with the angle CY shown in Fig. 2. Assuming that CY in the 
exponent of (6) varies only slightly, cos CY can be replaced by 
a constant Co. Apart from the remaining quadratic phase 
factor, the field distribution at zo may now be considered a 
Fourier transform of the field distribution measured on the 
aperture. Recalling our supposition x Q z ,  we can let CO 
equal unity. Note that these approximations apply to the 
three-dimensional case as well. To obtain the three-dimen- 
sional version of (6) ,  it is necessary to add the y coordinate 
to the integrand and take the double integral. The only 
important difference is the dependence on distance: The 
1 / G  dependence in the two-dimensional case becomes a 
l / h r  dependence in the three dimensional case. 

Defining a spatial frequency 

1 l x  
f x =  X s i n ~ =  -- 

X r  (7) 
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leads to our final result 

where 

Equation (8) makes it possible to calculate the magnitude of 
the sound field in the region 0 I z C zo based solely on 
measurements of the field @( x’, 0) along the linear aperture. 

In the remainder of this section we transform (8) into a 
discretized form suitable for a practical imaging system 
where the recording aperture is limited to a finite length D 
(see Fig. 2) .  Not only are apertures of infinite length impossi- 
ble in reality, but the attenuation of sound in air also makes 
the reception of any measurable return echo on aperture 
points beyond a certain distance impossible. By limiting the 
recording to k D / 2 ,  wave components arriving at aperture 
points beyond this limit are ignored. They would otherwise 
contribute to the resulting field. It is obvious that this loss of 
information alters the reconstruction behavior of the system; 
for an analysis of the resulting effects, see [34]. Furthermore, 
it is impossible to record the sound field at every single point 
of the interval [ - D / 2 ,  +D/2]. Instead, a finite number of 
samples must be taken by a finite number of fixed transducers 
(or one movable transducer) along the aperture. For this 
reason the aperture is divided into a number of intervals each 
contributing one element to the finite set of samples. Because 
of the interval [ - D / 2 ,  + D / 2 ] .  Instead, a finite number of 
samples must be taken by a finite number of fixed transducers 

(9) 

where m = 0 . a .  N - 1 .  
To adapt (8) to these constraints, the limits of integration 

* + W  

to x’ = - 0 1 2  e - .  D / 2  (Fig 2) .  In a second step, by a 
change of variables, the range of integration is mapped to 

of the integral in (8) are changed from x’ = - 00 

x = 0 D: 

. e J k ( x -  D /2 )2  / ( 2  z ) ~ - J ~  r f J  x -  D 12) dx . 1 (10) 

Dividing the integral over [0, D ]  into N subintegrals each 
covering a subinterval length h = D / N  greater than or 
equal to the spatial extent of the transducer’s active area 
yields: 

where a windowing function w ( x )  has been introduced to 
accommodate situations where the recording area inside a 
subinterval is smaller than h.  If this is so, w ( x )  is equal to 
unity where the recording takes place and zero otherwise. In 
practice, the correct evaluation of the subintegral in (1 1 )  is 
not possible because the sound field distribution cannot be 
mapped to a spatially continuous electrical signal. The ultra- 
sonic transducer must have some spatial extent to pick up 
enough sound energy, but it outputs only a single time-vary- 
ing electrical signal representing the result of some kind of 
unavoidable averaging over the active area. To minimize the 
discrepancy between the true field and the output of the 
transducer, h must be small. Assuming that there is no gap 
between the transducers (which means that w( x )  equals unity 
and can be dropped) or, if there is a gap, that h is still small 
enough, we may take the one value the transducer outputs as 
valid for the entire subinterval. Then, the integrand in ( 1 1 )  
may be considered constant over the integration interval, and 
we find that 

Several comments about the size of h are in order at this 
point. Given our geometry where x Q z and given the 
amplitude dependence of 1 / A, it is clear that phase changes 
are the crucial part in our approximation. It must be ensured 
that these changes are small inside the subintervals. If we 
consider the terms containing f x x  in the exponential func- 
tions in ( I I ) ,  this requires that f x h  + 1. From our supposi- 
tion x + z it follows that fxX Q 1 .  Hence, a reasonable 
requirement for h is that it not be greater than X. Then, the 
electrical signal of the transducer may be seen as an approxi- 
mate mapping of the real value of the sound field. For an 
analysis of geometries with transducers spaced farther apart, 
where only sparse data can be collected, see [34] and [35]; a 
detailed treatment of related problems can be found in [36]. 

Finally, we let m = f x / D .  This allows reconstruction to 
be performed only for discrete frequencies f x  = m / D .  The 
index m must be constrained to values giving a positive 
radicand in the numerator of (12). Now, (12) can be rewrit- 
ten to yield our final discretized result for the monofrequency 
case: 

I X2m2 

. e J k ( X - D / 2 ) 2 / ( 2 Z ) e - ~ 2 * f , ( ~ - D / 2 )  ( 1 1 )  Absolute values of m greater than D/X have no physical 
significance. For negative spatial frequencies 1 @ ( f x  = 

~ ~ ~ - .  
I 
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m/D, z) 1 can be computed using F - ,  = FN-,,,. As de- 
sired, the structure of ( 1 1 )  exactly matches that of (8) where 
coefficients f , ,  are found by inspection 

To summarize, monofrequency holography, as described 
above, proceeds as follows: 

Step 1: Record the sound wavefield ‘P( x ,  0) on discrete 

Step 2: Multiply all of the recorded values by a quadratic 

Step 3: Fourier transform. 
Step 4: Take absolute values of the Fourier transform and 

multiply by the factor in (13) to yield the sound 
field magnitude depending on spatial frequency 
and depth. Using (7), spatial frequencies can be 
related to absolute coordinate space. 

Note that the data volume obtained from the first step is 
comparatively small: One complex number on each of, say, 
512 aperture points results in a data volume of only 4 kbyte. 

The above algorithm was evaluated experimentally; some 
of the results achieved will be presented in Section IV. It 
became clear from the experiments that lateral resolution is 
fairly good, but axial resolution is poor. The reason for this 
is easy to see: Spatial attenuation of the field of a sound 
source is l / &  in the two-dimensional case and l / r  in the 
three-dimensional case where r is the distance between the 
observation point and the source (see (6)). However, to 
obtain depth information, it is desirable that the field magni- 
tude be different from zero only at the point of the source. To 
provide such a sharp transition, it is necessary to use time-de- 
pendent impulses with short rise and fall times. We extend 
the results of monofrequency illumination to pulsed illumina- 
tion after a brief discussion of the influence of object texture 
on the reflected field. 

points along the aperture. 

phase factor according to (14). 

B. The Influence of Object Surface Texture 
Up to this point our discussion has been confined to the 

sound field received at the aperture; thus it has not been 
necessary to make any assumptions about the object surface 
texture and its reflection properties. However, it is obvious 
that the structure of the object surface affects the way an 
incident sound wave is scattered back from the object and 
seen at the receivers of the imaging system: Unlike an 
unstructured object surface, a “rough” surface tends to 
scatter the wave thereby reducing the strength of the field 
picked up at the receiver. There is no difficulty when surface 
variations are small compared with the wavelength X of the 
incident wave, i.e., when the surface is smooth. In this case 
the solid object acts like an optical mirror, which reflects 
most of the energy in one distinct direction, thus producing a 
high field strength for the reflected wave arriving at the 
aperture. Provided insonification is strong enough, this per- 
mits an easy application of (13) for further processing. At the 
other extreme, there is also no difficulty when surface changes 

- .  

X 

t 
Transducer \ 

are larger than the resolution limit of the imaging system; in 
this case the structure of the object is also correctly resolved. 

We now briefly explore how the strength of the echo is 
affected when surface variations lie somewhere between these 
two bounds: The object surface varies regularly or irregu- 
larly with an amplitude smaller than the resolution limit of 
the imaging system; the surface, however, is not smooth 
enough to be considered a mirror. Assuming again that the 
object has no structure in the y direction, we adopt the model 
developed in [37], [38] for the monofrequent reflection from 
irregular bodies. This model permits the computation of the 
ultrasonic echo from the body in terms of a calibration echo 
'Pea, arriving at the receiver when a small plane calibration 
reflector arranged normal to the direction of sound propaga- 
tion is used. We restrict ourselves to the geometry shown in 
Fig. 3 where both the transmitter and the receiver are located 
at (0, 2,) with the origin of the coordinate system being one 
of the object surface points. If the transducers are sufficiently 
far from the projection of the surface onto the x axis, i.e., 
( x u  - x, )  s z,,, the incident wave can be considered to be 
plane and it can be shown [38], [39] that the sound field 
received at (0, z,) 

where ‘Pr( f )  denotes the reflected wave field seen at the 
receiver as a function of frequency f or wave number 
k = 2 n  f / e ,  respectively. 'Pea, is the sound field received 
when a small plane reflector with a smooth surface and length 
L,, = xu - x I  is used where x ,  = - x u .  A z  represents the 
distance between the surface contour elements dl and the 
wave plane at z = 0 (the maximum of A z  must be much 
smaller than z,). R ( 0 , )  is an angle-dependent reflection 
coefficient of the surface that remains inside the integrand 
because it varies along the contour as every contour element 
makes its own particular angle 0, with the waveplane. R ,  is 
the uniform reflection coefficient of the calibration reflector 
whose 0, = 0. 

As can be seen from (15), the field reflected by the object 
surface is composed of elemental contributions from projec- 
tions dx of the surface contour elements dl onto the wave 
plane at z = 0. The round-trip distance 2 A z  between dx 
and dl simply changes the phase angle of the elemental 
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I 
Fig. 4. Reflection from a smooth plane. 

X 

t dX' 

This is as far as we can go without knowing anything about 
the shape of h and the reflection coefficient. In the important 
case of h being randomly distributed, however, further steps 
can be taken, and the mean value E{ Orrough} can be calcu- 
lated. Assuming a normal distribution of h with variance u2 
and zero mean, the probability density function of h is 

If covariance contributions are assumed to be negligible, the 
mean value for Or,,,( f) may be computed by using (1 8) by 
taking expectations of the factors of the integrand: 

X"  ......... 

dx' 

..... 

. e - j k 2 x ' s i n 0 ~ {  e - j k 2 h ( x ' ) c o s Q }  dx'. (20) 

From the probability density function p ( h ) ,  it follows that 

equally probable, a reasonable estimator for E{ R( 0,)) is 
R ( O ) ,  the reflection coefficient of the mean plane. The 
expectation of the last factor in the integrand is (see [40, 

])I) E{ dh / dx'} = 0. Since both positive and negative angles are 
x; ........... 

Fig. 5. A rough surface may be characterized by an elevation height h 

P. 1851) above a mean plane inclined at a fixed angle 0. 

wavelets traveling between z = 0 and the object surface and, 

max (A z )  4 zo the attenuation caused by propagation along 
2 A z  is neglected. We illustrate the use of (15) by analyzing 
the wave field reflected from a smooth plane reflector in- 
clined at a fixed angle 0 (see Fig. 4) with the reflector being 
part of the x' axis of a rotated coordinate system (x', 27. 
Assuming a constant reflection coefficient R ( O ) ,  (15) be- 

+ W  

~ { ~ - j k 2 h ( x ' ) c o s 0 }  = J' p (  h )  e - j k 2 h  cos 0 dh 
hence, the phase angle of the complex quantity a C a l .  Since - w  

- - e - ( 1 / 2 ) 0 2 ( 2 k c o s 8 ) Z  (21) 

Substituting these results for the expectations in (20) yields 
our final result: 

~ { @ , ~ ~ ~ ( f ) }  = 
'tal( f ) R ( 0)  COS 0 

comes R O L c a I  

After a substitution x = x'cos 0 and A z = x' sin 0,  we 
have 

(17) 
Next, we shall explore a rough surface in general (see Fig. 
5). Its roughness is characterized by a surface height coordi- 
nate h ,  relative to a mean plane z' = 0, and the angle-de- 
pendent reflection coefficient R( Os), which varies along the 
x' axis [39]. The mean plane, as above, is inclined at an 
angle 0. From elementary geometry it follows that A z  = 
x'sin 0 - h cos 0 and that x = x'cos 0 + h sin 0. Substi- 
tuting for x and A z in (1 5) ,yields 

. ( , - j k Z x ' s i n 8  e - j k Z h ( x ' ) c o s e  ) dx'. 
(18) 

. e - ( 1 / 2 ) 0 2 ( 2 k c o s 0 ) 2  e - j k 2 x ' s i n 8  d x'. (22) CL 
Hence, the expectation of the wave field returning from a 
randomly rough reflector is the same as the field reflected 
from the equivalent smooth reflector (see (17)) with U = 0, 
multiplied by an exponential attenuation factor. If the surface 
in question is normal to sound propagation (0 = 0) ,  then 
(22) can be simplified further giving 

The form of the "roughness factor" r ( f )  = e-2u2k2 is 
shown in Fig. 6. 

This comparatively simple model is limited to the determi- 
nation of the field at a single receiver; it does not permit the 
computation of the field distribution on a long aperture (for a 
detailed analysis of that problem, the reader is referred to 
[41]). The model is, however, useful for understanding how 
surface texture and inclination affect the reflected field. The 
effect on the imaging system is obvious: As surface rough- 

- 
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Fig. 6.  Shape of the roughness factor r ( k )  in (23). 

ness increases, the strength of the scattered field at a receiver 
decreases until it falls below the thresholding level of the 
imaging system, rendering the surface invisible. If the field 
strength generated by a smooth body is known, the model 
may at least give an estimate of how rough the surface may 
get before becoming invisible and from what angle the object 
should be illuminated. With multifrequency holography (see 
the section below), the frequency value to be used in (15) is 
the center frequency of the transducers. If the bandwidth is 
so large that this is insufficient, a time-domain analysis may 
be carried out, essentially consisting of Fourier transforming 
(15) into the time domain. For experimental results illustrat- 
ing the reflection from solid bodies and the influence of 
texture, see [37]-[39]. 

C. Multifrequency Holography 
As opposed to monofrequency holography, multifrequency 

holography is based on signals that have a broad spectrum in 
the frequency domain, ideally unit impulses. The principle of 
illumination, however, is the same in both cases: A sound 
signal is emitted by an ultrasonic transducer, and the echo 
received from the reflective object is recorded along the 
aperture. Since the echo is now a function of time not known 
a priori, it is not sufficient to record the amplitude and phase 
of the returning signal at an arbitrary time. Instead, the 
return signal arriving at each aperture point must be recorded 
during the time interval between the emission of the pulse 
and the arrival of the echo from the object point farthest 
away from the point of recording. 

Since the recording system is linear, superposition applies, 
and pulsed holography may be viewed as the superposition of 
monofrequency reconstructions. Thus, the illumination pulse 
is deen as a weighted linear combination of elementary 
sinusoids of different temporal frequency denoted by 
@ ( x ,  z ;  0). After reintroduction of the time dependency 
e jwf ,  the Fourier integral establishes the relation between the 
sound field in the frequency domain and the time domain: 

1 r" 

@ ( x , z ; t )  = -1 @ ( x , z ; w ) e j w t d o .  (24) 
2 T  -" 

For the reconstruction of each of the frequency components, 
the general reconstruction formula (2) will be used. H,") is 
again approximated using (3) but the distance term p 

= d w ( F i g .  7) is not changed. We obtain 

Fig. 7 .  Geometry for multifrequency holography. 

from (2): 
1 "  e j k p  

@ ( x , z ; w )  = -1 @(x',O;o)--dx'  (25) 

where the relation between k, o, and h is given by = kc 
= 2 ~ c / h .  Substituting (25) into (24) and rearranging gives 

Jsr; --OD 6 P  

.@( x', 0 ;  o)e jw( t+p'c)  do 

The impulse is distorted by the multiplication of spectral 
components by a frequency-dependent factor. This is of 
minor interest, as is the distortion caused by dispersion in air; 
these two effects have only a minor influence on the impulse 
shape when compared to that of the ultrasonic transducers. 
The distorted impulse @'(x, z ;  t )  can be computed for the 
time domain using (24): 

1 P" 1 

@ ' ( x ,  z ;  t )  = L j  G @ ( x ,  z ;  w)e'W'dw. (27) 
2 R  -"a 

Substituting (27) into (26), the result can be written as 
follows: 

@ ( x , z ; t )  = 1 " 2  T @ ' ( x ' , O ; t +  

-" P 
So the sound field can be calculated as a function of time on 
half-space z 2 0 by a superposition of return signals on 
aperture points shifted by a propagation delay p / c. 

The principle of the pulsed method is illustrated in Fig. 8: 
Suppose a reflector at point P 1  was illuminated by the 
ultrasonic transmitter, and the reflection at P 1  takes place at 
time t = 0. Then a pattern of impulse arrivals results on the 
aperture that uniquely identifies the echo as having come 
from point P1. To determine the spati+ origin of the impulse 
as being P1 ,  all recorded signals are shifted by a delay 
proportional to the distance between P 1  and the points of the 
aperture. Then, they are summed up for the time t = 0. A 
resulting high amplitude indicates that there had been a 
reflection at P1. If, on the other hand, the impulse came 
from a different point P 2 ,  the shifts made for P 1  will not 
match the actual delays, and the sum will be low. 

In practice, the time that elapses between the emission of 
the impulse and its arrival at the point for which the sound 
field is computed must also be taken into account (see Section 
III). It is obvious that an evaluation of (28) cannot be made 
for all points in space; reconstruction must instead be limited 
to points within a suitably discretized grid. The granularity of 
this grid depends on the processing power available and on 
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X 

Fig. 9. L’QZ transducer. Width is 2.8 cm and height is 4.2 cm. 

in both the axial and the lateral direction directly depends on 
its ability to transmit short pulses and hence the bandwidth of 
the transfer channel (transmitter-air-receiver). As the band- 
width of standard ultrasonic transducers for air is by far too 
narrow to be used in pulsed holography, large-bandwidth 
ultrasonic transducers have been developed and realized as 
laboratory samples [42] (Fig. 9). Before proceeding to imple- 
mentation issues of pulsed holography we briefly introduce 
these transducers and a specially developed signal prepro- 
cessing procedure. 

- - 
L rn 

* 

z p 
C 

111. IMPLEMENTATION (b) 
Fig. 8. Principle of multifrequency reconstruction. (a) Measured delay (as 
denoted by impulses on t axes) and delay calculated for point P1 (denoted 
by bar below the t axes) match. If impulses are shifted back by a time 
proportional to the length of the underbar and are summed up, a high value 
will result. (b) Summation based on delays for PI will yield low sum if 
impulse emanated from P 2 .  

the ability of transducers to discriminate between pulses 
arriving within short time intervals, i.e., the bandwidth of the 
transducers. It is important to note that the evaluation of the 
sound field amplitude may be carried out for all points (or, at 
least, clusters of points) in parallel, a necessary precondition 
for very fast recognition. Given an adequate parallel proces- 
sor, recognition time will only depend on the propagation 
delay of sound in air. The algorithm for pulsed holography 
can now be formulated: 

A .  Broadband Transducers for  Multifrequency 
Holography 

Apart from a wide-band transfer function, development 
goals for these transducers included providing a field of view 
that is sufficiently large to be used for the illumination of 
medium-sized objects (extending up to several centimeters in 
the lateral direction), and making them rugged. The transduc- 
ers realized (named L2QZ for “low Q low Z ” ,  low Q 
factor and low impedance) are composed of several alternat- 
ing layers of electrically active piezoceramic material (thin 
foils of lead-zirconate-titanante, PZT) and plastics (Fig. IO). 
The former provides good electromechanical properties while 
the latter lowers the acoustic impedance of the entire ele- 
ment. The parameters of the plastics were chosen so as to 
come close to the acoustic impedance of air, resulting in a 

step z: Emit a short sound impulse by a single trans- 
ducer. Record transients +(x, o; t> at different 
points x on the aperture. 

Step 2: Calculate the propagation delays (round trip time) 
for the spatial point where the sound field is to be 
computed. 

tional to distances. Subsequent addition yields 
the sound field strength for one spatial point. 

reconstruction grid). 

high coupling factor. The optimum thickness ratio of the 
layers was found to be 1, / l p  = 0.01 where the thickness of 
the entire element is I = 5 mm. The active element is 
surrounded by damping material that, in combination with 
the plastic foils, lowers the Q factor of the oscillating system 
and extends its bandwidth by flattening the transfer function. 

between the oscillator and air due to the low acoustic 
impedance partly compensates for this reduction. 

f, = 200 kHz. The bandwidth obtained is as large as 200 
kHz with 6-dB limits being at 100 and 300 kHz. This must be 

Step 3: Shift transients by a propagation delay propor - The low Q factor reduces > but the good 

Step 4: Repeat steps 2 and 3 for all points (within the .The Operating frequency Of the transducers is 

Unlike monofrequency holography, this procedure will pro- 
vide not only lateral but also axial information about the 
structure of the object. The penalty to pay is a much greater 
data volume (see Section 111). 

As mentioned before, the spatial resolution of the system 

compared to standard transducers for air, consisting of a 
monolithic block of piezoceramics, whose bandwidth is well 
below 10 kHz. An operating frequency of 200 kHz was 
selected as a compromise between attenuation in air and the 
minimum size of detectable objects. The frequency can be 

- -- . - 
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Direction of radiation 
Fig. 10. Schematic representation and dimensions of L'QZ transducer. I ,  
is thickness of piezoceramic layer, I,, thickness of plastics layer. Element 
width I is 5 mm. 
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Fig. 11. Typical output signal of L2QZ transducer. Signal returned from 
two reflectors 2 mm apart in depth direction (see Fig. 12). 

Fig. 12. Setup for obtaining the echo of Fig. 1 1 .  Step size d = 2 mm, 
height h = 400 nun, width w = 150 mm, and distance zo = 250 mm. 

increased if the mechanical dimensions of the active element 
are reduced accordingly. The beam width of the main lobe is 
15" and 5" in two orthogonal planes. The maximum distance 
between a medium-sized object and the transducer pair is 
approximately 0.5 m. Fig. 11 shows a real output signal of 
the receiving transducer. Two reflectors spaced 2 mm apart 
in the axial direction served as the object, which reflected a 
sound impulse emitted by an L2QZ transmitter (see Fig. 12). 
The impulse applied to the transmitter was of nearly rectan- 
gular shape; its amplitude was 200 V, and its duration was 10 
PS. 

-____. - .  

100 200 300 f H Z - - *  

Fig. 13. Transfer function of L'QZ transducers after windowing. 

Before introducing the signal preprocessing procedure we 
take a brief look at the transmission channel. The channel 
may be thought of as consisting of three main components 
affecting the shape of the signal on its way from the pulse 
generator to the output of the receiving transducer. These 
components are the ultrasonic transducers, the propagation 
medium air, and the reflector, all of which are assumed to be 
linear. 

The effects of pulse distortion caused by propagation and 
by dispersion in air will not be considered. They are clearly 
negligible when compared to the influence of the transducers 
on the shape of the signal. Consequently, the transfer func- 
tion of the medium is simply a constant attenuation combined 
with a constant propagation delay (for a fixed distance be- 
tween transducers and object). The reflecting areas of the 
object, likewise, are modeled as generating time-delayed and 
attenuated replicas of the impulse arriving at the surface of 
the object. The transducers act as bandpasses with a center 
frequency equal to the resonance frequency of the mechanical 
oscillator (for a theoretical treatment of their properties see 
[43, p. 3531; for transfer functions of common piezoelectric 
transducers, see [a]). 

To suppress undesirable contributions to the signal from 
frequency ranges far off the center frequency ( L2 QZ trans- 
ducers are also sensitive to very low frequencies), the re- 
ceived signal is windowed, In our case, a Gaussian window 
was chosen. The modulus of the transfer function of the 
L2QZ transducer after multiplication by such a window is 
shown in Fig. 13. This type of window was selected first of 
all because its shape is similar to the theoretical shape of the 
transfer function of the transducers; secondly, it does not 
introduce overshots into the signal; and, finally, its mathe- 
matical treatment is easy. The combination of the L2QZ 
transducer and the Gaussian window will henceforth be mod- 
eled as a Gaussian bandpass with center frequency f, and a 
constant group delay to. The deviations from the ideal Gauss- 
ian shape are neglected. Since the whole system is linear and 
superposition applies, both tranducers ( L2 QZ transmitter and 
receiver) are combined to form a single bandpass. 

We shall now introduce the signal preprocessing procedure 
we utilized. It is easy to show that the response of the 
Gaussian bandpass with center frequency f,, when excited 
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by a unit impulse 6( t )  is 

g ( t )  = acos (27rf0[ t - t O ] ) e - ( ' - r 0 ) 2 / r ~  (29) 

where a is an arbitrary gain. The constant T~ depends on the 
width of the bandpass; to is a group delay, which is supposed 
to be constant for the relevant frequencies. We assume that 
the object is illuminated by a single impulse peak emitted at 
t = 0. The (elemental) reflective areas of the object cause 
this impulse to be scattered and to return with different 
amplitudes A n  and at different times t,. The impulses return- 
ing from the object are indexed 1 * - * N and are fed into the 
channel after propagation times t , .  

If excited by a sequence of unit impulses 
N 

~ ( t )  = A,6(t  - t,) (30) 
n =  1 

the channel will respond with a linear combination of shifted 
impulse responses according to (29) triggered at different 
times t,: 

N 

= C A,'('- t n )  (31) 
n =  1 

where 

h ( t  - t , )  = D,COS (27rf0[ t - t n ] ) e -  ( t -  '"P /rd 

and Do is the gain constant of the channel. The group delay 
to in (29) is small compared to the propagation delay t ,  and 
is therefore neglected. The purpose of signal preprocessing is 
the extraction of A ,  and t ,  from (31). This is done by 
isolating the envelope represented by the exponential term 
and a subsequent search for the time and values of the local 
maxima of U,( t ) .  

Signal preprocessing starts with a correlation of the chan- 
nel output U,( t )  with a calibration echo 

u ( t )  = cos (27rj-ot)e-f2/7a (32) 

realized by convolving these two functions. This operation 
frees the output signal from noise and, most importantly, 
detects faint echoes (see Section IV). It can be shown that, 
after this convolution, the resulting signal u,( t )  may be 
written as follows: 

where D, = D O ~ O m .  In a second step, the signal is 
demodulated by taking absolute values of U,(  t ) .  Using 
I cos (x) 1 = J1 + cos (2 x) /A, (33) may be written as: 

N 1 

\ '  

(34) 

Filtering away all frequencies f 2 2f0 yields 

In principle, the shape of the exponential term in (34) is 
slightly distorted because part of its infinite spectrum is also 
suppressed. This can be tolerated, however, because most of 
the signal energy is located at frequencies below 2f0. 

Finally, thresholding cuts away residual noise. The level of 
the threshold is generated automatically by observing 1 U,( t )  I 
at times where the absence of echoes can be guaranteed. This 
dynamic adaptation makes a correct recognition of echoes 
possible even in the presence of ambient noise. In this case, 
the threshold level is increased automatically, which results 
in a reduced sensitivity to noise (and to the echoes). It was 
shown experimentally that axial resolutions of 2 mm and 
absolute precisions of 0.5 mm may be achieved (for typical 
outputs of the preprocessing step, see Section IV). A neces- 
sary presupposition for measurement precision is, of course, 
that the propagation medium air is completely undisturbed. 
However, even in a laboratory, it is difficult to maintain these 
ideal conditions. 

The experiments were carried out with correlation and 
filtering done in the frequency domain. In the course of our 
experiments, we found that the quality of the results of the 
preprocessing procedure as described above do not suffer 
substantially if the initial windowing operation using the 
Gaussian window is omitted. This is due to the fact that the 
form of the L2QZ transducer's transfer function at frequen- 
cies around the center frequency is quite close to the form of 
the Gaussian function. The omission of this initial operation 
saves some amount of computation time; more time can be 
saved if signal preprocessing is carried out in the time 
domain on dedicated hardware. More sophisticated model- 
based signal processing methods as outlined in [45] - [47] 
have been investigated, but it turned out that the additional 
resolution achieved will hardly justify their use, particularly 
if the necessary amount of computation is taken into account. 
Moreover, if channel parameters vary due to changes in the 
propagation medium or due to slight alteration of the trans- 
ducer's transfer function caused by material fatigue, the 
parameters of the model will not match the actual behavior, 
making the time-consuming generation of a new set of pa- 
rameters necessary. 

B. Geometric Considerations 
We now consider the geometry of the sensor as a whole, 

including the transmitter, which provides for the illumination 
of the object. There are several illumination schemes con- 
ceivable; in our context, the transmission of a short pulse and 
subsequent simultaneous reception at a certain number of 
receiving points promises the fastest speed of recording (Fig. 
14). The aperture width D necessary for a certain recogni- 
tion task depends on the maximum angle from which the 
transmitted impulse is reflected by the object. On the other 
hand, the beam width of the outermost receiver must be large 
enough to receive an echo returning from this angle y. 
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Fig. 14. Data acquisition for multifrequency holography using a single 
transmitter T and several receivers R along an aperture of length D. 

If the object at ( x ,  z )  is located below the transmitter, i.e., 
x = 0 (where the sound magnitude is the highest), maximum 
data acquisition time becomes 

which is on the order of milliseconds for typical arrange- 
ments. 

Unfortunately, many objects of interest will not fit into the 
rather narrow beam of the transducer. A solution to this 
problem is the segmentation of the reconstruction area and 
separate consecutive illumination of each of the segments. An 
array of transducers for this approach can be constructed as 
shown in Fig. 15. It consists of a row of alternating receivers 
and transmitters. The object is illuminated by firing one 
transmitter after the other and receiving with a constant 
number of transducers both to the left- and right-hand sides 
of the current transmitter. If, say, transmitter k was acti- 
vated, then return echoes are received by elements k - m 
through k + rn. Subsequently, transmitter k + 1 fires and 
elements k - m + 1 through k + m + 1 receive, and so 
on. Reconstruction of all of these shots then takes place for 
slices of width d (the segments) for each of the shots, i.e., it 
is limited to the area where the beam of the transmitter is the 
strongest. Finally, the stack of images restricted to areas 
( d ,  2 )  is put together to form the entire image of width D .  
The data acquisition time is multiplied by the number of shots 
taken, but in practice will remain well below 1 s. 

Given the geometry and the nomenclature of Fig. 16, the 
distance ps between transmitter and object point ( x ,  z )  
becomes 

ps = Jx’ + z 2 .  

Introducing the additional delay in propagation due to this 
distance into (28) we have 

p: 1 cp(x, 2; t )  = 1 -y( x ’ , O ;  t + - dx’ (35) 
- 2  

- w P  

where 

PSR = p + ps = J ( x  - X O 2  + z2  + J F T - 2  
All potential object points causing an identical delay between 

- .  

Fig. 15. Array for segmented data acquisition. Transmitting element T ,  
receiving element R ,  element size I ,  total array size D, beam width a, and 
element spacing d .  

.... 

c------) 

Reconstruction 
Segment Width 

Fig. 16. Segment of an ellipse resulting from single echo recorded by one 
transmitter-receiver pair. 

the transmitter and a fixed receiver are located on an ellipse 
with the two transducers being the foci. Therefore, the image 
formation process described by (28) may be viewed as the 
weighted superposition of number values representing the 
echo strength along different ellipses. The ellipses corre- 
sponding to n = 1 * N echoes received on a fixed aperture 
point are given by / [ L2 + 2$ - A y 2  

Z =  - x 2  (36) 

where L = p + ps = et,. Here, t, is the arrival time of 
echo n if the transmitter was triggered at t = 0, and A is 
the distance between the foci. For sufficiently large values of 
z ,  the geometric weighting factor in the integral of (28) can 
be neglected and the image formation reduces to a simple 
addition of echo strengths along elliptic curves. In practice, 
the transmitter-receiver pair is surrounded by a finite number 
of ellipses. This number is equal to the number of echoes 
detected by signal preprocessing. For a mechanical arrange- 
ment as depicted by Fig. 16 and if A * L = ct,, the 
curvature of the ellipse inside one reconstruction segment of 
width d is small enough to be approximated by its tangent. In 
this case, the slope of the tangent need be computed only 
once per segment and echo strengths may then be added 
along a straight line, not along an elliptic curve according to 
(36). This may reduce the amount of computation necessary. 

E-- 

- 
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If the output of the preprocessing step were taken directly 
as the input of reconstruction, ellipses would have to be 
curves as broad as the burst length of partial echoes. Instead, 
the echo signals are seen as distorted unit impulses and are 
replaced with a function s ( t )  where 

for t = t ,  
elsewhere 

s ( t )  = [ :y 

and C,, is the amplitude of the partial echo (as resulting from 
the search for local maxima), marking the echo strength 
along the points of ellipse n. 

C. Resolution 
In a nonideal wavefield reconstruction system, the image 

of an object is distorted when compared to its true dimen- 
sions. With systems that have a limited aperture width, the 
image of the object becomes smeared, causing two objects 
placed close together to “melt” into one single object. To 
specify the resolution, we compute the closest distance be- 
tween two point objects that the system is able to discrimi- 
nate. In the case of monofrequency holography, lateral reso- 
lution rsL is found by reconstructing the wave field of a point 
object. The resulting image is called the point spread func- 
tion; see [31] for an analytical model of the point spread 
function along the (0, z )  plane and the (x, z,) plane. The 
zeros of this function in the lateral direction are a measure 
for the resolution and, for our geometry, are given by 

Z O  rsL = X- 
D (37) 

where D is the length of the aperture, X is the wavelength, 
and zo is the distance between the aperture and the object. 
The axial resolution rs, of the system is also found by 
examining the point spread function. Since it has no zeros in 
the axial direction, rs, is defined to be at half its maximum 
value. Then 

4 2; 
rs, = X-. 

D2 
The range resolution rsR of the multifrequency system in 
pulse reflection mode depends on the bandwidth of the trans- 
fer channel B and is approximately 

C 
rsR = - 

2 B  

while the lateral resolution can be found [21] to be 

ZOC rsL - 
f o D  

(39) 

where in both (39) and (40) c denotes sound velocity. Lateral 
resolution is on the same order as axial resolution if the 
aperture size is large enough. In reality, it degrades consider- 
ably due to the limited beam width of the transducers and the 
spacing of transducer elements. 

D. Experimental Setup 
A schematic of the mechanical setup that was used both for 

monofrequency and multifrequency holography is shown in 

Spindle Moveable Fixed 
drive Receiver Carriage Transmitter 

4 
I I1 II I 
U U 

Fig. 17. Mechanical setup used for holography experiments. Transducers 
were changed according to the experiment that was carried out. 

Fig. 17. In the case of monofrequency holography a fixed 
ultrasonic transmitter continuously irradiated the objects, 
which, due to the limited axial resolution in the monofre- 
quency case, were placed in one object plane at depth 2,. 

The receiver was mounted on a movable carriage; its height 
zo was adjustable. The carriage was moved by a spindle 
drive under the control of a microcomputer (PC/AT). The 
experiments were carried out using a set of transducers 
operating at frequencies of 40 lcHz (MuRata MA 40). The 
objects that were used as reflectors had no structure in the y 
direction inside the stripe illuminated by the receiver, a 
necessary precondition if the aperture is only one-dimen- 
sional. This was particularly important with the MuRata 
transducers, which have a large azimuthal radiation angle. 
Therefore, the objects used here were bar-like, i.e., their 
structure was uniform in the long dimension and they were 
about 400 mm long to ensure an undisturbed reflection of the 
irradiating wave. 

The electrical setup used for monofrequency holography is 
shown in Fig. 18. The transmitter was excited by a power 
oscillator generating a sinusoidal voltage of the appropriate 
frequency. It also served as the reference for the vector 
analyzer (Rohde & Schwarz ZPV). The analyzer compared 
the transmitted signal to the received signal and output the 
ratio as a complex value. The results of these comparisons 
were transferred to the control computer that performed the 
reconstruction and sent it to a plotter for graphic rendering. 

For multifrequency holography the same slide table was 
utilized, but the transducers were replaced with a set of 
L2QZ transducers (see Fig. 19). With unsegmented multifre- 
quency holography, the transmitter was fixed and the receiver 
was moveable. In the case of segmented holography, as 
outlined in Subsection 111-B, the transmitter remained at one 
location while the receiver was moved, and consecutive shots 
were taken for a single segment. To acquire data for the next 
segment, the transmitter was moved manually by the segment 
width, and the sequence of shots was repeated. The power 
oscillator was replaced with a pulse generator, which sup- 
plied impulses of a duration t ,  < 10 p s  and an amplitude 
U, > 200 V. Since the L2QZ receiver provided output 
voltages of only a fraction of 1 mV, a special low-noise 
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Schematics of the setup for monofrequency holography. 

Fig. 19. Multifrequency apparatus showing L2QZ transducers mounted on 
slide table, with the pulse generator and control computer on the right. 
Transient recorder and power supplies are on the left. 

amplifier operating at frequencies up to 1 MHz and matched 
to the transducer parameters had to be developed. The ampli- 
fier was connected to a one-shot transient recorder sampling 
the input signal at 8 MHz and digitizing it to 8 bits. The total 
size of the memory was 32 kbyte; thus, the maximum time 
for filling the entire storage with data was 4 ms. Within this 
time interval ultrasound travels about 1.35 m; hence, the 
round-trip distance between transmitter, object point, and 
receiver must not exceed this limit. 

IV. RESULTS 
A .  Mono frequency Holography 

Fig. 20 shows the geometrical arrangement for imaging a 
single reflector. A steel bar-30 mm wide and 400 mm long 
-was illuminated by a continuous sound wave field at a 
frequency of 40 kHz corresponding to a wave length of 
X 8 mm. The aperture was limited to D = 370 mm. Along 
the aperture, the sound field was recorded at 256 points that 
were equally spaced at a distance d = 1.4 mm. In Fig. 21 
the complete recorded hologram is shown, i.e., its real and 
imaginary part as measured on the aperture at z = 0. The 

Fig. 20. Single reflector scene. The width of the object in the lateral 
direction is 30 mm. The height of the object is 400 mm, i .e . ,  perpendicular 
to the ( x ,  z )  plane, the object extends from y = -200 mm to y = 200 
mm, with the position of the aperture being at y = 0. 

-92,5 0 92,5 

" 

-92,5 0 92,5 + 
X 

mm 
- 

(b) 

Real part. (b) Imaginary part. 
Fig. 21. Hologram recorded when single reflector of Fig. 20 is used. (a) 

result of the reconstruction process for z = zo (the depth of 
the object plane) is shown in Fig. 22. As expected, the 
magnitude of the sound field is high at the location of the 
reflector, everywhere else it is nearly equal to zero. The 
width of the magnitude peak in Fig. 22 matches the width of 
the object quite well if the resolution limit of the method (see 
(37)) is considered. The depth resolution is demonstrated in 
Fig. 23 by reconstructing the wave field at different depth 
levels and plotting its magnitude over the ( x ,  z )  plane. 
Between the object and the aperture, the magnitude of the 
field falls off very slowly, by far not as rapidly as necessary 
for useful axial recognition. Due to the averaging during the 
recording process, it falls off more slowly than one would 
theoretically expect. To further explore the ability of the 
method to resolve objects laterally, three reflectors (8, 20, 
and 8 mm wide) were placed next to one another in one plane 
with a 12-mm gap in the lateral direction between them. All 
of these reflectors were 400 mm long. The resulting image at 
zo = 340 mm is shown in Fig. 24. 

Despite its ability to recognize lateral structures when the 
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Fig. 22. Sound field magnitude resulting from the reconstruction of the 
hologram of Fig. 21. 
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Fig. 23. Plot of sound field magnitude over ( x ,  z )  plane. Distance between 
reconstruction depths is 2 cm with first line being at z = 1 1  cm. 

Fig. 24. Sound field magnitude at object depth resulting from three-reflec- 
tor scene. 

distance zo is known, the range of applications of monofre- 
quency holography seems to be rather limited if no extra 
hardware for the determination of the distance between aper- 
ture and object is added. Moreover, it turned out during our 
experiments that even minimal air currents, as generated, for 
example, by cooling fans in the environment of the object, 
may disturb the ongoing measurement to such a degree that 
the result is completely useless. The reason for this is easy to 
see if one recalls that complete stationarity was assumed for 
the method and no time dependence of measured data was 
admitted. Both the amplitude and the phase must remain 
absolutely stable between measurements. Now, if the propa- 
gation times varies only by 12.5 p s ,  at 40 kHz a phase shift 
of ?r will follow, which inverts the result and precludes 
sensible further processing. This must be compared to a total 
round-trip time of more than 2 ms. 

To summarize, monofrequency holography does have some 
advantages over pulse echo methods, namely, noise immu- 
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Fig. 25. (a) Geometry and (b) reconstruction result for dual reflector 
scene, multifrequency holography. 

nity, a very low data volume, and lateral resolution. It 
permits the use of very efficient narrow-band transducers 
making long-range sensors possible. It suffers, however, 
from serious drawbacks pertaining to depth resolution and 
high sensitivity to fluctuations in the propagation medium. 

B. Multifrequency Holography 
To explore the potential of the multifrequency approach, 

several objects of different surface structure were imaged. 
Reconstruction using (28) was carried out on a grid consist- 
ing of rectangular elements whose dimensions were chosen 
differently depending on the desired maximum resolution. 
The sound field was computed for each element, and a 
suitable threshold was applied to it. If the sound field ex- 
ceeded the threshold, the raster element was marked as 
belonging to the object contour. Figs. 25 and 26 show the 
results for two different scenes consisting of simple objects. 
In Fig. 25 two plane objects 7.5 mm wide were imaged using 
a quadratic element size of 10 x 10 mm2 for reconstruction. 
The resulting picture shows that the object position is recog- 
nized correctly within the chosen resolution limit both in the 
axial and the lateral directions. The reconstruction of the 
object of Fig. 26, which was turned into an oblique position 
with respect to the direction of sound propagation, also yields 
a correct image. The raster element size was reduced to 
5 x 5 mm2 here. Note that the system cannot recognize 
anything behind the surfaces closest to the aperture. The 
three raster elements behind the location of the reflector in 
the reconstruction result (bottom of Fig. 26) are marked only 
because the magnitude was so high that it “spilled” into the 
neighboring elements. Given the small aperture of Figs. 25 
and 26, an increase of the inclination of the object will direct 
most of the reflected signal energy past the aperture and 
produce a blurred image. If greater inclinations are to be 
recognized as well, the aperture width must be increased. 

In both cases echo data were acquired using only one 
transmitter and by recording at 17 locations where d = 10 
mm (nonsegmented approach). Examples of results from the 

I 
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Fig. 26. (a) Geometry and (b) reconstruction result for oblique reflector 
scene, multifrequency holography. 
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Fig. 27. . Reconstruction result of multifrequency holography, segmented 
data acquisition. Segment width is 3 mm. Solid line indicates true object 
dimensions. Character distance marks a lateral distance of 1 mm. Numbers 
on the left side indicate rows of reconstruction raster. Distance between rows 
is 1 mm. 

segmented approach for data acquisition are shown in Figs. 
27 to 29. The segment width (spacing of transmitter posi- 
tions) was d = 3 mm in Fig. 27 and 10 mm in Figs. 28 and 
29. The solid line indicates true object contours. Apart from 
some overshots in the lateral direction, the surfaces that are 
visible to the system are recognized accurately. Note the 
varying resolution scale in each of the figures. The lateral 
overshots can be reduced at the expense of the data acquisi- 
tion time if the segment width is reduced. The images in 
Figs. 27-29 result from “real-world’’ objects used in the 
automotive industry (see Fig. 30). The lines along which the 
cross-sectional images were taken are indicated by the white 
stripes on the objects. 

A typical sequence of transients received at consecutive 
aperture points is shown in Fig. 31. The functions resulting 
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Fig. 28. Reconstruction result of multifrequency holography, segmented 
data acquisition. Segment width is 10 mm. Solid line indicates true object 
dimensions. Character distance marks a lateral distance of 1 mm. Numbers 
on the left side indicate rows of reconstruction raster. Distance between rows 
is 0.375 nun. 

t- 

i !  
I 

\ lll, 
,l,,,,. ,,1111111 I.,.. ,I ..,,,,,,,,,, ..ll.llllll.ll~lll...I. 

Fig. 29. Reconstruction result of multifrequency holography, segmented 
data acquisition. Segment width is 10 mm. Solid line indicates true object 
dimensions. Character distance marks a lateral distance of 1 mm. Numbers 
on the left side indicate rows of reconstruction raster. Distance between rows 
is 1.25 nun. 

Fig. 30. The objects from the automotive industry that were used to 
generate the images of Figs. 27-29. The white line on each of the objects 
indicates the path along which the transducers were moved. 
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Fig. 31.  Sequence of transients recorded during data acquisition of multifrequency holography. (a) and (c) are undisturbed; (b) is 
disturbed by RF interference. 

10 ps (C) 
Fig. 32. Transients of Fig. 31 after signal preprocessing and thresholding. 

after application of the signal preprocessing algorithm and 
after thresholding are shown in Fig. 32. Although the second 
of the transients is noisy (due to RF interference), even faint 
echoes not visible to a human observer in Fig. 31 become 
apparent to the eye in Fig. 32. 

Due to the fact that the array of transducers was simulated 
by only two movable transducers, the total acquisition time 
was between 30 s and several minutes depending on the 
number of segments. Processing the acquired data and gener- 

ating a complete image took about 5 min on a PC,/AT; most 
of this time was spent on signal preprocessing. As mentioned 
before, the acquisition time can be reduced to several mil- 
liseconds if an array of wide-band transducers according to 
Fig. 15 is available. The processing time may also be re- 
duced drastically if dedicated hardware is used. In particular, 
much of the preprocessing can be performed by analog 
circuitry. Such hardware would make real-time imaging pos- 
sible, i.e., a continuous image generation rate of up to 10 
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Fig. 33. Reconstructed sound field magnitude of five reflector scene, multifrequency holography. Change of the threshold value 
will influence output object contours. 

TABLE I 
SUMMARY OF EXPERIMENTAL RESULTS 

(The accuracy is the maximum distance between a true object point and its mapping in the image when a single object 
is imaged.) 

Segmented 

Holography Holography 
Monofrequency Multifrequency Multifrequency 

Holography 

Type of transducers MuRata MA 40 Siemens L*QZ Siemens L*QZ 
Nominal center frequency of transducers 40 kHz 
Bandwidth of transducers 6 kHz 
Aperture length 370 mm 160 mm 220 mm 
No. of receiving points of the aperture 256 17 17 

Distance between receiving points 1.4 mm 10 mm 10 mm 
No. of transmitting points of the aperture 1 1 21 

200 kH2 
200 kH2 

200 lrH2 
200 kHz 

(for each segment) 

Distance between transmitting points - - 3 or 10 mm 
Resolution 

axial - < 3 m m  < 3mm 
lateral < 20mm < 30mm < 1omm 

axial - IIllln l m m  
lateral < 10mm < IOmm < 5 m m  

Accuracy 

images per second seems to be easily achievable. This is 
more than is necessary in typical robot assembly tasks. 

For the example images presented above, the object con- 
tours were generated by applying a constant threshold on the 
reconstructed sound field. The determination of a suitable 
threshold level is crucial to correct object recognition. This is 
illustrated by Fig. 33 where the magnitude of the sound field 
echoed from five 10-mm-diameter steel poles is plotted over 
the ( x ,  z )  plane. Within certain limits, the choice of the 
threshold influences the size of the object contour directly: 
The greater the threshold level, the smaller appears the 
object; on the other hand, too low a threshold will result in 
insufficient noise suppression. The level for the above scenes 
was generated successfully using simple heuristic rules, but 
both for the practical use and for higher resolutions a greater 
understanding of how object structure, object distance, and 
object surface interact to form a particular echo will be 
necessary. Table 1 summarizes the parameters and results of 
the experiments we carried out. 

The automatic handling of solid objects requires sensing 
systems that locate the position of the target object exactly. 
This is in sharp contrast to many other applications of 
ultrasonics where the images output by the system are sub- 
jected to the interpretation of a human observer, thereby 
implicitly making use of his or her a priori knowledge and 
experience about the behavior of the imaging system, the 
anticipated position of the object, and the importance of its 
details. In our case, however, the intervention of humans for 
object segmentation is obviously impossible. It is essential 
for the system to find the significance of objects and their true 
dimensions fully automatically. 

V. CONCLUSIONS 

We have proposed the use of ultrasonic holography for the 
recognition of solid objects in order to facilitate the process 
of automatic determination of both object distance and struc- 
ture. We have demonstrated the feasibility of the method by 
experimental verification. Unlike other methods based on 
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ultrasonics, holography makes use of the complete informa- 
tion provided by sound field echoes returning from three-di- 
mensional space. The recording of this information along a 
linear antenna permits the generation of object shape descrip- 
tions in the lateral direction, i.e., perpendicular to sound 
propagation, and for objects of cylindrical symmetry. The 
recording of time-dependent echoes in the multifrequency 
case additionally permits the recognition of object details in 
the depth direction and an accurate determination of their 
position in space. 

Our experimental results indicate that the method holds the 
potential to be an important supplement to optical vision 
systems and that in some cases it may even be a substitute for 
them. Possible applications include tasks such as the handling 
of similar objects of different heights or bin picking, where 
range information is indispensable and tasks where insuffi- 
cient lighting and/or properties of the object surface pre- 
cludes the use of optical images. Inspection of assembled 
parts for completeness is a possible application as is the 
control of robot end effectors during approach/deproach of 
the target object. The combination of a sensor based on the 
principle of multifrequency holography with the 
Belgrade/USC dextrous robot hand [48] - [50] is being stud- 
ied. Here, the preshaping of the hand before it is brought in 
contact with the object to be grasped is to be controlled. 

The holographic approach offers several advantages over 
vision systems including its use of simple recording devices, 
generally low hardware cost, and its inherent ability to 
determine range. The latter obviates the need to extract the 
depth dimension from its two-dimensional projections. Since 
the image is focused synthetically point by point in the 
computer memory, resolution is uniform over the entire 
depth range. However, due to the specularity of ultrasonic 
reflections, parts of an object visible to an optical system may 
not be detectable by the ultrasonic sensor (and vice versa). 

A resolution of better than 3 mm was shown to be achiev- 
able in the depth direction while in the lateral direction our 
experimental geometry provided for a resolution of about 10 
mm. The resolution limit results from fluctuations in the 
medium (air) and is approximately 1 mm given a propagation 
distance of more than 10 cm 1211. 

A combination of an ultrasonic holographic sensor and a 
camera vision system may lend itself to all those tasks 
requiring high accuracy in the lateral direction. Since the 
behavior of both systems is known mathematically and they 
complement each other, the fusion of their data will be 
useful. This might be carried by a rule-based system derived 
from the mathematical model of the sensor, but not from 
possible constellations of objects in the environment of the 
sensor. 

In conclusion, to further exploit the potential of the holo- 
graphic approach, more work needs to be directed along the 
following lines: 

1) development and construction of an array of efficient 

2) algorithms for thresholding depending on image con- 
broad-band transducer elements, 

tent, 

3) dedicated hardware designed to make use of parallelism 

4) fusion with sensors based on principles other than 
inherent in reconstruction formulas, and 

sound wave propagation. 
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