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Abstract— This paper studies a control synthesis problem
to enlarge the domain of attraction (DA) for non-polynomial
systems by using polynomial Lyapunov functions. The basic
idea is to formulate an uncertain polynomial system with
parameter ranges obtained from the truncated Taylor expan-
sion and the parameterizable remainder of the non-polynomial
system. A strategy for searching a polynomial output feedback
controller and estimating the lower bound of the largest DA
is proposed via an optimization of linear matrix inequalities
(LMIs). Furthermore, in order to check the tightness of the
lower bound of the largest estimated DA, a necessary and
sufficient condition is given for the proposed controller. Lastly,
several methods are provided to show how the proposed strategy
can be extended to the case of variable Lyapunov functions. The
effectiveness of this approach is demonstrated by numerical
examples.

I. I NTRODUCTION

Estimating the domain of attraction (DA) of an
equilibrium-point is a key issue in the area of systems and
control engineering. The sublevel sets of Lyapunov functions
are proven to be an effective way, for providing an inner
estimate of the DA [1]. Due to the developments in positive
polynomials, a number of mature results have been obtained
in the estimation of the DA for polynomial systems [2]–[5].
Optimization methods involving linear matrix inequalities
(LMIs) and semidefinite programming have been proposed
using the sum of squares (SOS) technique and the square
matrix representation (SMR) [6]–[9].

However, emerging phenomena in various areas such as
aerospace engineering and system biology demand for solu-
tions involving non-polynomial models. In order to deal with
this kind of model, one useful approach is to approximate
the nonlinear function by a polynomial one and use the
existing methods for polynomial systems [10]–[12]. In [10],
the nonlinear function is approximated by a sum of a group
of polynomial functions, non-polynomial functions, and the
products of both. Then, the non-polynomial functions are
replaced by new state variables. Using the same model, a
novel method is proposed that the non-polynomial function
is over-approximated by polynomials via Taylor expansion
[13]. In [11], the non-polynomial function is assumed to be
in the convex hull of a set of polynomial functions, and a
stability condition is proposed by using a generalized linear
differential inclusions. In [12], the state space is recastinto
a higher dimensional one by introducing new variables to
replace the non-polynomial terms of the original system. On
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the other hand, there are some effective approaches which
investigate the DA of non-polynomial systems without poly-
nomial approximation [14], [15]. In [14], the nonlinear sys-
tems is transformed to a linear system with state-dependent
input saturation. In this work, a novel approach is provided
by using exact feedback linearization. In [15], based on the
multidimensional gridding approach, a strategy is proposed
for estimating the DA by employing Chebychev points and
a fixed quadratic Lyapunov function. For non-polynomial
systems, these explorations are useful for estimating the DA.
However, the control synthesis problem for non-polynomial
systems is rarely considered. In contrast to the literature
mentioned above, this paper gives a strategy for searching an
output feedback controller and estimating the lower bound
of the largest estimated DA.

The main contributions of this paper are threefold:

• For the first time, an approach is proposed for comput-
ing a static output feedback controller, which maximizes
the largest estimate of the DA for non-polynomial
systems with the truncated Taylor expansion and the
parameterizable remainder.

• By exploiting SMR and a transformation of a power
vector, a lower bound of the largest estimate of the DA
can be computed by solving a generalized eigenvalue
problem.

• An asymptotic non-conservative condition is given for
the lower bound of the largest estimate of the DA
with a selected Lyapunov function, and a necessary and
sufficient condition is also provided for establishing the
tightness of this lower bound, based on the computed
controller.

II. PRELIMINARIES

Notations:N,R: natural and real number sets;R+: positive
real number set;0n: origin of R

n; R
n
0 : R

n\{0n}; AT :
transpose ofA; In: n× n identity matrix;A > 0 (A ≥ 0):
symmetric positive definite (semidefinite) matrixA; A⊗B:
Kronecker product of matricesA and B; tr(A): trace of
matrix A; ker(A): null space of linear mapA; ver(P):
set of vertices of the polytopeP; co{X1, . . . , Xp}: convex
hull of matricesX1, . . . , Xp ∈ R

m×n; deg(f): degree of
polynomial functionf ; diag(v): a square diagonal matrix
with the elements of vectorv on the main diagonal;(∗)TAB
in a form of SMR:BTAB. Let P be the set of polynomials
andPn×m be the set of matrix polynomial with dimension
n×m. A polynomialp(x) ∈ P is nonnegative ifp(x) ≥ 0
for all x ∈ R

n. An effective way of checking whetherp(x) is



positive consists of checking whetherp(x) can be expressed
as a sum of squares of polynomials (SOS), i.e.,

p(x) =

k∑

i=1

pi(x)
2 (1)

for somep1, . . . , pk ∈ P . Obviously, any SOS polynomial
is nonnegative. We denote the set of SOS polynomials as
PSOS. If p(x) ∈ PSOS becomes0 only for x = 0n, we call
p(x) local SOSwhich is denoted byPSOS

0 .

A. Model Formulation

In this paper, we consider the following model:

ẋ(t) = f(x(t)) +

r∑

i=1

gi(x(t))ζi(xai (t)) +W (x(t))u(t)

y(t) = h(x(t)), x(0) = xinit,
(2)

using the state vectorx ∈ R
n, the initial statexinit ∈ R

n,
the polynomial functionsf ∈ Pn, g1, . . . , gr ∈ P , h ∈
Pny ,W ∈ Pn×nu , the non-polynomial functionsζ1, . . . , ζr :
R → R

n and the indexesa1, . . . , ar ∈ {1, . . . , n}. In this
paper, we consider that the control inputu(t) ∈ R

nu is in
the form of

u(t) = U(y(t)) = Kφ(ny, du), (3)

whereU ∈ Pnu , du is the degree ofU(y(t)) in y, K is a
constant matrix,φ(ny, du) is a power vector containing all
the monomials of degree less or equal todu, which will be
introduced in detail in Section III. In the sequel, we will
omit the argumentst andx of functions whenever possible
for the brevity of notations.

Remark 1:Without loss of generality, we set the origin
as the equilibrium-point of interest, while the origin is not
necessarily stable foru ≡ 0nu .

In order to make this model more practical, the control
input is supposed to be finite andK belongs to an arbitrary
hyper-rectangle:

K = {K : Kij ∈ [Kij ,Kij ], i = 1, . . . , nu, j = 1, . . . , nr}.
In this work, we consider that the non-polynomial functions
ζi, i = 1, . . . , r, are k times differentiable at point0 and
k + 1 times differentiable on the open interval between 0
andxai , thenζi can be rewritten in the form of a Maclaurin
polynomial, i.e., Taylor expansion evaluated at point0, as
follows:

ζi(xai) = ηi(xai) + ξi
xk+1
ai

(k + 1)!
(4)

where ξi ∈ R is a parameter which can be appropriately
chosen andηi(xai ) is thek-th order Taylor polynomial:

ηi(xai) =

k∑

j=0

djζi(xai)

dxjai

∣∣∣∣
xai=0

xjai
j!
. (5)

Remark 2:The residual, or also called Taylor remainder,
ζi(xai)−ηi(xai) is parameterized byξi, which is constrained
in the rectangle

Ξ = [τ1, τ1]× · · · × [τ r, τ r] (6)

and τ i, τ i ∈ R, i = 1, . . . , r, are selected as the tightest
bounds satisfying

τ i ≤
dk+1ζi(xai)

dxk+1
ai

∣∣∣∣
xai=ι

≤ τ i (7)

for all ι ∈ I, whereI is the set of interest, which is chosen
in the sublevel set of a Lyapunov functionVxai that we will
introduce later. Note that the residual can also be expressed
in other mean-value forms, such as the Cauchy form, which
also has the property (7). For more details about the Taylor
expansion, please find [16] and references therein.

B. Problem Formulation

First, let us introduce the DA of the origin. It is the set of
initial states for which the system asymptotically converges
to the origin, which can be expressed by

D =
{
xinit ∈ R

n : lim
t→+∞

χ(t;xinit ,K) = 0n

}
,

whereχ is the solution of system (2). In this paper, we aim
to design a controller (3) to enlarge the estimate of the DA of
the origin via polynomial Lyapunov functions. Specifically,
let v(x) be a Lyapunov function of system (2) for the origin,
which satisfies

∀x ∈ R
n
0 : v(x) > 0, v(0n) = 0, lim

‖x‖→∞
v(x) = ∞ (8)

and the time derivative ofv(x) along the trajectories of (2)
is locally negative definite [1]. To this end, we introduce the
sublevel set ofv(x) as

V(c) =
{
x ∈ R

n : v(x) ≤ c
}

(9)

wherec ∈ R
+. For system (2),V is an estimate ofD if there

exists aK ∈ K such that

∀x ∈ V(c) \ {0}, ∀ξi ∈ Ξ : v̇(x,K, ξi) < 0. (10)

Let us propose the main problems we are concerned with:
find an optimal matrixK such that the estimate of the DA
is maximized under certain selected criteria, i.e., solving

µ = sup
c, v, K

ρ(V(c))

s.t.





(8)− (10) hold
K ∈ K
ξi ∈ Ξ, ∀i = 1, . . . , r

(11)

whereρ is a measure ofV(c) depicting the selected user-
defined criteria. It is worth noting that problem (11) can be
relaxed to a trilinear matrix inequality problem, which in
nature is non-convex [17]. In order to solve this problem,
iteration algorithms and sub-optimization problems are pro-
posed [18]. Specifically, with regard to the problem (11), we
start with a selected polynomial Lyapunov function (i.e., (8)
holds), and find an admissible controllerK such that the
estimate ofV(c) is maximized, i.e., we aim at finding

γ = sup
c, K

c (12)

for all K ∈ K andξi ∈ Ξ, i = 1, . . . , r, such that (10) holds.



III. M AIN RESULTS

In this section, we first propose an approach to compute
the lower bound of the largest estimate of the DA based on
a fixed Lyapunov function. Then, we extend our results to
the case of variable Lyapunov functions.

A. Fixed Lyapunov Function

Real Nullstellensatz (N-satz) and Positivestellensatz (P-
satz) are fundamental techniques to establish the nonnegativi-
ty over a semialgebraic set, which is described by polynomial
inequalities. For more details, please find [19]–[21] and
references therein. A stronger version of the P-satz for the
case of basic compact semialgebraic sets is given as follows:

Lemma 1: ([22]) Let f1, . . . , fn be polynomials of even
degree such that the set

F = {x ∈ R
n : f1(x) ≥ 0, . . . , fm(x) ≥ 0} (13)

is compact and the highest degree forms have no common
zeros inRn0 , then there is a polynomialp such that

∀x ∈ F : p(x) > 0, ⇐⇒
∃s0, . . . , sm ∈ PSOS : p = s0 +

∑k
i=1 sifi.

(14)

This lemma provides an essential perspective that any
strictly positive polynomialp(x) ∈ F is actually in the cone
generated byfi. Based on this, one can derive a result by
exploiting the local SOS cone, which builds a bridge between
the estimate of the DA and SOS programming.

Lemma 2:For polynomialsa1, . . . , an, b1, . . . , bl and p,
define a set

B = {x ∈ R
n : ai(x) = 0, ∀i = 1, . . . ,m,

bi(x) ≥ 0, ∀j = 1, . . . , l}. (15)

Let B be compact. Condition∀x ∈ B : p(x) > 0 can be
established if the following condition holds:

{ ∃r1, . . . , rm ∈ P , s1, . . . , sl ∈ PSOS
0

p−
∑m
i=1 riai −

∑l
i=1 sibi ∈ PSOS

0 .
(16)

Proof: Let s0 ∈ PSOS
0 , this result can be obtained from

Lemma 1 by setting

p =

m∑

i=1

riai +

l∑

i=1

sibi + s0. (17)

�

Remark 3:By using the local SOS cone, condition (16)
provides a sufficient condition to establish the positivityof
a polynomial on a compact set. Condition (16) is also a
necessary condition if the auxiliary local SOS polynomial
si has unbounded degree and there is a polynomialb in set
B such thatb−1[0,∞) is compact inRn. For details please
refer to [22] for the case of SOS cones.

Denoteξ = (ξ1, . . . , ξr)
T and for the brevity of presenta-

tion, let us introduce the following polynomials:

r(x) =
∂v(x)

∂x

(
f(x) +

r∑

i=1

gi(x)ηi(xai )

)
(18)

qi(x) =
∂v(x)

∂x
gi(x)

x
(k+1)
ai

(k + 1)!
(19)

q(x) = (q1(x), . . . , qr(x))
T (20)

e(x,K) =
∂v(x)

∂x
W (x)U(K,x). (21)

Based on the P-satz and its extensions above, an approach
is provided to compute a lower bound ofγ in (12).

Theorem 1:Definek as the largest order of the Maclaurin
polynomial in (4). Provided that there exists a polynomial
s(x) ∈ PSOS

0 and ck is the optimum of the following
polynomial optimization

ck = sup
c, K, s

c

s.t.






−ψ(x,K, c, s(x)) ∈ PSOS
0

∀x ∈ V(c) \ {0}
∀ξi ∈ ver(Ξ), i = 1, . . . , r,

(22)

where

ψ(x,K, c, s(x)) = r(x) + q(x)T ξ
+e(x,K) + s(x)(c− v(x)),

(23)

functionsr, q ande are introduced by (18)-(21), a local SOS
polynomials(x) ∈ PSOS

0 and ver(Ξ) is the set of vertices of
Ξ. Then,ck ≤ γ.

Proof: ck is a lower bound ofγ if under condition (22),
V(ck) is an under-estimate of the DA of the origin for system
(2), i.e., there exists aK ∈ K such that (10) holds. Thus,
our main effort in this proof is to derive (10) from (22).

Suppose (22) holds, one has that−ψ(x,K, c, s(x)) and
s(x) are local SOS. From Lemma 2, it yields that

∀ξi ∈ ver(Ξ) : r(x) + q(x)T ξ + e(x,K) < 0, (24)

for all x in {x ∈ R
n : c − v(x) ≥ 0} \ {0}. From (4) and

(7), one has that for allx ∈ V(c), there exists̄ξi ∈ [τ i, τ i]
such thatζi in (4) can be expressed as

ζi(xai) = ηi(xai ) + ξ̄i
x
(k+1)
ai

(k + 1)!
. (25)

Thus, from (18)-(21) one obtains that∀x ∈ V(c): there exist
ξ̄i ∈ Ξ for all i = 1, . . . , r and ξ̄ = (ξ̄1, . . . , ξ̄r)

T such that

v̇(x,K, ξ̄) = r(x) + q(x)T ξ̄ + e(x,K). (26)

Sincev̇(x,K, ξ̄) is affine in ξ̄ while Ξ is a convex polytope,
from (24)-(26), one has that there exists aK ∈ K such that

r(x) + q(x)T ξ̄ + e(x,K) < 0 (27)

for all ξ̄i ∈ Ξ and for all x in {x ∈ R
n : c − v(x) ≥

0} \ {0}, i.e., (10) holds. Therefore,V(ck) is an estimate of
the DA with the truncation degreek. Taking into account
the definition ofγ in (12), it finally yields thatck is a lower
bound ofγ, which completes this proof. �



Remark 4:For this result, note that
• Theorem 1 provides an optimization method consisting

of SOS programming to compute a guaranteed lower
bound ck of the soughtγ. This method belongs to
an inner estimation (under-approximation) approach by
using the setV(ck) corresponding to a chosen truncation
orderk.

• The non-polynomial functionζi is expressed by Taylor
expansion with a parameterized remainder in Lagrange
form where the parametersξi are constrained in a
polytope, making the remainder considered in [10] a
special case.

B. Bound Computation by Square Matrix Representation
(SMR)

Observe that the condition of Theorem 1 is not easy to
establish since searching for a local SOSs(x) and a scalarc
at the same time makes this problem non-convex. In order to
cope with this issue, a new class of SMR is introduced for
polynomials belonging to the set of local SOS, i.e.,p0(x) ∈
PSOS
0 , and an approach is provided by solving a generalized

eigenvalue problem for computing the lower bound ofγ.
First we will introduce a new class of SMR for the set

of local SOS. Consider a polynomialp0(x) of degree2dx
without the constant and linear terms, one hasp0(x) ∈ PSOS

0 .
For this sort of polynomial, the SMR can be given as follows:

p0(x) = (∗)T (P + L(δ))φ(n, dx) (28)

where (∗)TAB is short forBTAB introduced in Section
II, P is denoted by the SMR matrix ofp0(x), n is the
number of variables,φ(n, dx) ∈ R

l(n,dx) is called the power
vector containing all monomials of degree less or equal to
dx without degree0, L(δ) is a parameterization of the affine
space

L = {L(δ) ∈ R
φ×φ : L(δ) = LT (δ),

(∗)TL(δ)φ(n, dx) = 0} (29)

in which δ ∈ R
ϑ(n,dx) is a vector of free parameters. The

dimensions ofφ ∈ R
l(n,dx) and δ ∈ R

ϑ(n,dx) can be
calculated analogously to [4]. An exemplary illustration of
SMR is provided as follows.

Given the polynomialf(x) = 3x6 + 2x5 + 4x4 + 5x2,
we havedx = 3, n = 1 andφ(n, dx) = (x3, x2, x)T . Then,
f(x) can be written as follows,

P =




3 1 0
1 4 0
0 0 5



 , L(δ) =




0 0 −δ
0 2δ 0
−δ 0 0



 .

Let 2dv, 2dd and2ds be the degree ofv(x), v̇(x,K) and
s(x) respectively which are introduced in (23) and (26), and
dd−dv ≤ ds. Observe the constant and linear terms ofv(x),
s(x) and ψ(x) are null, letdψ = dv + ds, by exploiting
the representation introduced in (28), we have the following
SMR:

v(x) = (∗)TV φ(n, dv) (30)

s(x) = (∗)TSφ(n, ds) (31)

ψ(x) = (∗)TΨ(δ,K, c, ξ, S)φ(n, dψ) (32)

where δ ∈ R
ϑ(n,dψ) is a vector of free parameters,V ∈

R
l(n,dv)×l(n,dv), S ∈ R

l(n,ds)×l(n,ds) andΨ(δ,K, c, ξ, S) ∈
R
l(n,dψ)×l(n,dψ) are symmetric matrices. LetR(δ), Q(ξ),

E(K), Λ1(S) andΛ2(S) be SMR matrices ofr(x), q(x)T ξ,
e(x,K), s(x) and v(x)s(x), respectively. From (23), it is
clear that

Ψ(δ,K, c, ξ, S) = R(δ) +Q(ξ) + E(K) + cΛ1(S)− Λ2(S)

whereδ ∈ R
ϑ(n,dψ) is a vector of free parameters. Based on

the SMR introduced above, a result can be obtained directly
from Theorem 1.

Lemma 3: γ̃ is a lower bound ofγ if γ̃ = sup{ck} and
there existS > 0, K ∈ K and for all ξi ∈ ver(Ξ), i =
1, . . . , r, such thatΨ(δ,K, c, ξ, S) < 0.

Proof: Notice thatΨ(δ,K, c, ξ, S) and S are the SMR
matrices ofψ(δ,K, c, ξ, S) and s(x) respectively, if there
exist aS > 0 and aK ∈ K such thatΨ(δ,K, c, ξ, S) < 0
for all ξi ∈ ver(Ξ), one has that−ψ(δ,K, c, S) ∈ PSOS

0 and
s(x) ∈ PSOS

0 . From Theorem 1, it yields that̃γ ≤ γ, which
ends this proof. �

Let us observe that the scalarc andS ∈ R
l(n,ds)×l(n,ds)

are in a bilinear relationship, which makes this problem
non-convex. In order to handle this problem in polynomial
time, a transformation of the power vector is introduced and
based on this transformation, an optimization consisting of
a generalized eigenvalue problem is formulated.

Lemma 4:Let ϕ1 andϕ2 be given positive scalars, and
dψ = dv + ds. Then, the polynomialς(x) = ϕ1s(x) +
ϕ2v(x)s(x) can be expressed in the following SMR form

ς(x) = (∗)TΛ(S)φ(n, dψ)

whereV , S are SMR matrices introduced by (30) and (31),
Λ(S) can be expressed by

Λ(S) = (∗)T
([

ϕ1 0
0 ϕ2V

]
⊗ S

)
H (33)

and matrixH satisfies

Hφ(n, dψ) =

[
1

φ(n, dv)

]
⊗ φ(n, ds). (34)

Proof: See Appendix VII-A. �

Based on the transformation provided by Lemma 4, the
main result of this paper can be proposed now.

Theorem 2:Consider a fixed Lyapunov functionv(x) =
(∗)TV φ(n, dv) and given positive scalarsϕ1, ϕ2. The lower
bound ofγ̃ can be computed by

γ̃ = − ẽ

ϕ1 + ϕ2ẽ
(35)

where ẽ is the solution of the following generalized eigen-
value problem

ẽ = inf
K, S, δ, e

e

s.t.





ϕ1 + ϕ2e > 0
S > 0
eΛ(S) > R(δ) +Q(ξ) + E(K)− Λ2(S)
K ∈ K, ξi ∈ ver(Ξ), ∀i = 1, . . . , r.

(36)



Proof: From the third inequality of (36), one has

Φ̃(δ,K, e, ξ, S) = R(δ) +Q(ξ) + E(K)
−eΛ(S)− Λ2(S)

< 0, ∀ξi ∈ Ξ.

ObservẽΦ(δ,K, e, ξ, S) is the SMR matrix of the polynomial

ψ̃(x,K, e, ξ, s(x)) = v̇(x,K, ξ)− v(x)s(x)
−e(ϕ1 + ϕ2v(x))s(x),

we rewriteφ̃(x,K, e, ξ, s(x)) in the following form:

ψ̃(x,K, e, ξ, s(x)) = ψ̃(x,K, ξ, −e
ϕ1+ϕ2e

, (ϕ1 + ϕ2e)s(x)).

Notice that for alle ∈ (−(ϕ1/ϕ2), 0], the function−e/(ϕ1+
ϕ2e) is monotonically decreasing and its corresponding
mapping range is the interval[0,+∞), it directly yields that
the lower bound of̃γ can be calculated by (35).

Next, let us proveΛ(S) is positive definite which makes
(36) a generalized eigenvalue problem. Observe that the
matrix dimensions ofΛ, S andV satisfying

l(n, dψ) < l(n, ds)(l(n, dv)), (37)

which means that a shrunk SMR matrix is obtained after
the power vector transformation in (34). Moreover, any
monomial of the power vectorφ(x, dψ) is included in the
monomial set of the power vector[1, φ(n, dv)]T ⊗ φ(n, ds),
which directly implies that matrixH has full rank. From
Lemma 4, one hasΛ > 0 if V > 0 and S > 0, which
completes this proof. �

For details of the definition and the construction of the
generalized eigenvalue problem, please find [23].

C. Tightness Investigation

The last theorem gives a useful strategy to compute
a guaranteed lower bound of̃γ. Another question arises
naturally: Does the computed̃γ asymptotically converge to
the desiredγ? This subsection provides an answer with non-
conservatism.

Proposition 1: Assume γ < +∞ and there exists a
positive scalarθ ∈ R, θ < +∞ satisfying

θ = max{|τ1|, |τ1|, . . . , |τ r|, |τ r|}, ∀c ≤ γ.

where k is the order of the Maclaurin polynomial in (4).
Then,limk→∞ ck = γ.

Proof: See Appendix VII-B. �

Proposition 1 gives an asymptotic non-conservatism crite-
ria for computing the lower boundck. However, condition
k → ∞ is not always practical because setting a large value
of the truncation degreek may lead to a high computation
complexity. Naturally one may ask: for a given finite number
k, is there any condition to establish the tightness ofγ? The
following theorem is proposed to answer this question.

Theorem 3:Let K̄, S̄, δ̄ and ξ̄ be the optimal values of
K, S, δ andξ in the optimization (36), and define

Γ̄(δ̄, ξ̄, K̄, S̄) = R(δ̄) +Q(ξ̄, τ)
+E(K̄)− Λ2(S̄)− ẽΛ(S̄)

(38)

Then, a necessary and sufficient condition forγ̃ = γ is that
there exists āx ∈ T where

T = {x̄ ∈ R
n : φ(nx̄, dψ) ∈ ker(Γ̄) and v̇(x̄, ξ̄, K̄) = 0}.

Proof: (Sufficiency) Let us recall that the largest estimate
of the DA can be obtained byV(γ) where

γ = sup
x∈R

n
0
,K∈K

v(x) s.t. v̇(x, ξ,K) = 0. (39)

Assume that̃γ = γ(K̄). Let the optimum of (39) bēx with
K = K̄. One hasv(x̄) = γ̃ and v̇(x̄, ξ̄, K̄) = 0. Thus, it
yields

0 = v̇(x̄, ξ, K̄)
(23)
= ψ̃(x̄, ξ, K̄, ẽ, s(x))

(31),(32)
= (∗)T Ψ̃(δ̄, ξ, K̄, ẽ, S̄)φ(nx̄, dψ)
(38)
= (∗)T Γ̄(δ̄, ξ, K̄, ẽ, S̄)φ(nx̄, dψ).

(40)

Let us observe that̄Γ is semidefinite, one hasφ(nx̄, dψ) is
in the null space of̄Γ.

(Necessity) Ifφ(nx̄, dψ) ∈ ker(Γ̄), it directly follows that

0 = (∗)T Ψ̃(δ̄, ξ, K̄, ẽ, S̄)φ(nx̄, dψ)
(31),(32)
= ψ̃(x̄, ξ, K̄, ẽ, s(x))
(23)
= ψ̃(x̄, ξ, K̄, ẽ, S̄, φ(nx̄, dψ))
= v̇(x̄, ξ, K̄)

+ φ1

1+φ2γ̃
(γ̃ − v(x̄))((∗)T S̄φ(nx̄, ds)).

(41)

Then, taking into account thaṫv(x̄, ξ̄, K̄) = 0 and S > 0,
one hasv(x̄, ξ̄) = γ̃. It further implies thatγ ≤ v(x̄, ξ̄) = γ̃,
while according to the definition of̃γ, it is a lower bound of
γ. Thus, one has̃γ = γ, which completes this proof. �

D. Variable Lyapunov Functions

In this subsection, the case of variable Lyapunov functions
is considered. First, let us observe that problem (22) becomes
a trilinear inequality with a variable Lyapunov function
v(x), which indicates that only a suboptimal solution can
be obtained for (11). In addition, the measureρ in problem
(11) is often selected as

ρ(V(c)) = vol(V(γ)) (42)

where vol(V(γ)) denotes the volume ofV(γ), thus paving a
way to search for a variable polynomial Lyapunov function
and controller with the largest volume ofV(γ). Nevertheless,
choosing the volume as a measure ofV(γ) makes the cost
function of problem (11) non-convex, not to mention that
the volume ofV(γ) cannot be described by an explicit
mathematical expression. In order to handle this issue, a
typical way adopted in the literature is to approximate the
volume ofV(γ) by defining

ω = max
γn

det(V )
, vol(V(γ)) ∝ ω (43)

whereV is the SMR matrix ofv(x) in (30) and vol(V(γ))
is proportional toω. Based on this definition, a linear
approximation of vol(V(γ)) can be proposed as

vol(V(γ)) ≈ γ

trace(V )
. (44)



The idea is that minimizing the sum of the eigenvalues
of matrix V approximately minimizes det(V ). For details,
please find [24] for the case of quadratic Lyapunov functions.

Another possible way for coping with the variable Lya-
punov functions is to enlargeV by employing a set of
selected geometric shapes [17], [24]. In specific, one could
solve the following optimization problem:

µ̃ = sup
v,ǫ

ǫ

s.t.





G(ǫ) ⊆ V(γ)
(8)− (10) hold
K ∈ K, ξi ∈ Ξ, ∀i = 1, . . . , r.

(45)

where
G(ǫ) = {x ∈ R

n : G (x) ≤ ǫ} (46)

and G (x) is a selected polynomial, e.g., letG (x) = ‖x‖2,
then the corresponding sublevel sets ofG(ǫ) are in a spherical
shape. Similar to Theorem 1, we propose the following
optimization to get a lower bound ofρ(V(c)):
µ̄ = sup

v,ǫ
ǫ

s.t.





s̃ ∈ PSOS and (γ − v)− s̃(ǫ− G ) ∈ PSOS

s ∈ PSOS
0 and − ψ(x,K, c, s(x)) ∈ PSOS

0

∀x ∈ V(c) \ {0}
K ∈ K, ξi ∈ Ξ, ∀i = 1, . . . , r.

(47)

In order to cope with (47), one typical way is by iterating
amongK, s(x) (using the technique for the fixed Lyapunov
functions) andv(x). A suboptimal solution can be obtained
by using existing dedicated softwares, as shown by the
numerical examples in the next section [17].

IV. EXAMPLES

To illustrate the proposed approach, two deliberately sim-
ple examples are given. Computation is carried out by a
standard laptop with the Intel Core i7-4712MQ processor.

A. Example 1

Consider a 2-dimensional non-polynomial system de-
scribed by

{
ẋ1 = −x1 + x2 − x21 − 5x32 − sin(x1) + u1
ẋ2 = 1− 2x2 − 4x21 − ex2 + u2

with g1 = g2 = 1, ζ1 = sin(x1), ζ2 = 1 − ex2 , h(x) =
(x1, x2)

T andK = {K : Kij ∈ [−1, 1]}. Let us revisit that
du is the degree ofu, we start with a fixed Lyapunov function
v0(x) = x21 + x22 and set the truncation degreek = 5. The
boundsτ i andτ i in (7) can be selected as

τ1 = −σ, τ1 = σ, σ =

{
sin

√
c, if

√
c ≤ π/2

1, otherwise,

τ2 = −e
√
c, τ2 = −e−

√
c.

By solving the generalized eigenvalue problem in (36), we
provide the lower bounds̃γ corresponding to the controllers
with different degrees as shown in Tab. 1. and Fig. 1.

From Fig. 1, it shows that by using the polynomial
controlleru, the largest estimate of the DA has been greatly

TABLE I

THE LOWER BOUNDγ̃ FOR SOME VALUES OFdu AND THE

CORRESPONDING COMPUTATIONAL TIMEtc .

du 0 1 2 3 4

γ̃ 0.8044 1.818 3.3012 133.44 352.73

tc[s] 5.757 6.138 6.308 5.324 7.864
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Fig. 1. Example 1: The solid lines indicate the bounds of the largest
estimate of the the DA. The blue line, the green line and the red line stand
for the casesu = 0, du = 1, and du = 2 respectively. The dashed line
indicatesv̇(x, ξ̄, K̄) = 0 corresponding to the casedu = 2.

expanded. The optimal control inputs for the casesdu = 1
and du = 2 are ūd1 = (−x1 + 0.2369x2, 0.2369x1 −
x2)

T and ūd2 = (−x1 + x2 + 0.5003x21 + 0.9508x1x2 −
0.9151x22, x1 − x2 + 0.9508x21 − 0.9151x1x2 + 0.1778x22)

T

respectively. In addition, it also indicates that the tightness
of the lower bound is established with̃γ = γ(K̄) at points
x̄1 = (0.9274,−1.563) and x̄2 = (−0.9279, 1.562) where
x̄ ∈ T from Theorem 3 by solving LMIs.

Next, we use the variable Lyapunov function to further
expand the largest estimate of the DA, based on the result
we achieved. By using a linear approximation of vol(V(γ)),
an optimal quadratic Lyapunov function is found at the
minimum of trace(V ) as shown in Fig. 2. The result shows
that tracemin(V )=0.42561 and the corresponding optimal
Lyapunov function isv̄(x) = 0.1576x21 − 0.1242x1x2 +
0.268x22. Then, we fix this Lyapunov function and continue
to find a controller withdu = 2 to enlarge the largest
estimate of the DA. Finally, an optimal controller is found:
ũd2 = (−x1+x2+0.1347x21+0.2857x1x2+0.4426x22, x1−
x2 + 0.5819x21 + 0.6139x1x2 + 0.3343x22)

T .
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Fig. 2. Example 1: The solid lines indicate the bounds of the largest
estimate of the DA. The red line and the yellow line stand for the
fixed Lyapunov function and the optimal one withdv = 2 respectively.
The purple line indicates the further enlarged result by fixing the found
optimal Lyapunov function and by using the proposed controller with
du = 2. The dashed line of corresponding color indicatesv̇(x, ξ̄, K̄) = 0
correspondingly.

B. Example 2

For this case, we consider the non-polynomial system




ẋ1 = x2 + x23
ẋ2 = x3 − x21 − x1sin(x1) + u1

ẋ3 = −x1 − 2x2 − x3 + x32 + ln
(
1+x3

1−x3

) 1

10 + u2
y1 = x1 − x2
y2 = x2 − x3

with g1 = x1, g2 = 0.1, ζ1 = sinx1, ζ2 = ln
(
1+x3

1−x3

)
, h(x) =

(x1 − x2, x2 − x3)
T and K = {K : Kij ∈ [−1, 1]}. We

exploit a fixed polynomial Lyapunov functionv0(x) = 2x41+
2x21x

2
2+5x21+10x1x2+2x1x3+10x22+8x42+6x2x3+4x23+

3x43 and set the truncation degree ask = 3. By solving (36),
we search a polynomial controller withdu = 2 and establish
the tightness of the lower bounds̃γ corresponding to this
controllers as shown in Fig. 3.

By using Theorem 2, we findγ̃ = 0.9227 and
the corresponding optimal control inputs is̄u =
(−0.3432y1 − 0.7632y2 + 0.9933y21 + 0.1599y1y2 −
0.8012y22, 0.05074y1+0.8147y2−0.4789y21+0.9501y1y2−
0.9171y22)

T . Furthermore, the result also shows that
the tightness of the lower bound is established with
γ̃ = γ(K̄) at points (0.4193,−0.344,−0.05943),
(−0.401, 0.02484,−0.134) and (−0.2056, 0.32, 0.124).

V. CONCLUSION

For a class of non-polynomial systems, a novel approach is
proposed that a polynomial output feedback controller can
be computed to maximize the largest estimate of the DA.
By introducing a new class of SMR for the set of local SOS
and a transformation of power vector, the lower bound of
the largest estimate of the DA can be calculated via a quasi-
convex optimization consisting of a generalized eigenvalue
problem for a fixed Lyapunov function. Furthermore, the
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Fig. 3. Example 2: The red spheroid indicates the bounds of the largest
estimate of DA withdu = 2. The black solid line indicateṡv(x, ξ̄, K̄) = 0.

tightness of the found lower bound can be established by
a necessary and sufficient condition. Lastly, several methods
have been discussed for the case of the variable Lyapunov
functions.

Future efforts will focus on designing a less-conservative
convex approach to approximate vol(V(γ)) and enlarge the
lower bound ofγ for the case of variable Lyapunov functions.
In addition, we are interested to compare this approach with
other stability verification methods, like reachability analysis
methods and contraction theory methods [25], [26].
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VII. A PPENDIX

A. Proof of Lemma 4

By using the Kronecker product,v(x) and v(x)s(x) can
be expressed by a common power vector of SMR. In specific,
we rewriteς(x) as

ς(x) =

(
(∗)T

[
ϕ1 0
0 ϕ2V

] [
1

φ(n, dψ)

])

·(∗)TSφ(n, ds)

= (∗)T
([

ϕ1 0
0 ϕ2V

]
⊗ S

)

·
([

1
φ(n, dψ)

]
⊗ φ(n, ds)

)

= φ(n, dψ)
T

(
(∗)T

([
ϕ1 0
0 ϕ2V

])
H

)

·φ(n, dψ)

= (∗)TΛ(S)φ(n, dψ).



B. Proof of Proposition 1

Comparing the pursuits ofγ andck given by (12) and (22),
the objective function are the same while the constraints are
different. In particular, for the case ofγ, it is required that

∀x ∈ V(c) \ {0} : ∀ξi ∈ Ξ : v̇(x,K, ξi) < 0. (48)

In contrast, for the case ofck with k → ∞, it requires

∀ξi ∈ ver(Ξ), ∀x ∈ V(c)\{0} : r(x)+q(x)T ξ+e(x,K) < 0.

From (26), we have that, for a specific̄K and for all x ∈
V(c) \ {0}, there exists̄ξi ∈ Ξ, i = 1, . . . , r, such that

r(x) + q(x)T ξ + e(x, K̄)− v̇(x, K̄, ξ̄) = q(x)T ξ − q(x)T ξ̄

where ξ̄ = (ξ̄1, . . . , ξ̄r)
T . Taking into account (1) and the

definition of θ, it yields that

|r(x) + q(x)T ξ + e(x, K̄)− v̇(x, K̄)| ≤ 2θ
√
r sup ‖q(x)‖

for all x ∈ V(c) \ {0}. In addition, from (18)-(21), one has

q(x) =
q̄(x)

k!
(49)

where q̄(x) is a vector of polynomials. Based on this, for
any finite scalarc andx ∈ V(c) \ {0}, one has that

lim
k→∞

|r(x) + q(x)T ξ + e(x, K̄)− v̇(x, K̄, ξ̄)|
≤ lim

k→∞
sup‖q(x)‖

≤ 2θ
√
r lim
k→∞

1

k!
sup‖q̄(x)‖.

Observe that‖q̄(x)‖ is a vector of polynomial which is finite
over the bounded domainV(c), one has that

lim
k→∞

|r(x) + q(x)T ξ + e(x, K̄)− v̇(x, K̄, ξ̄)| = 0. (50)

Therefore, the difference betweenγ and ck vanishes ask
tends to infinity.
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