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Five Shades of Gray

Detect marker in image

Useful for camera pose estimation

Very recent paper:
http://www.fit.vutbr.cz/~izacharias/papers/2013-CVPR-UMF.pdf
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Figure 3. Detection of the greyscale grid of squares. A: The image is processed in sparse scanlines. On each scanline, edges are detected
(Red) and extended to edgels (Green) by iteratively finding further edge pixels in the direction perpendicular to the gradient. B: The
edgels are grouped into two dominant groups using RANSAC; two vanishing points are computed by hyperplane fitting. C: Based on the
vanishing points, the optimal grid is fitted to the set of the edgels (orange dots denote the estimated centers of grid modules). D: Edges
between the modules are classified (Sec. 3.2). Note that despite the blur, lighting and occlusion in the image, the camera is localized
correctly (Fig. 1).

algorithm is very efficient: the fraction of visited pixels (the
algorithm’s “pixel footprint”) within an average input image
is very small (Sec. 4.2).

3.1. Greyscale Grid Detection

Conventional marker detectors typically rely on first
detecting the bounding borders [9, 5] of the markers by
finding the contours in a thresholded image and choosing
shapes consisting of four straight-line contours. Our uni-
form marker field does not distinguish between marker de-
sign features intended for general marker detection and fea-
tures for marker identification. Grid modules serve simul-
taneously as the detection and identification features. The
motivation for this approach is to better use the marker
field’s surface: the localization features are much denser
in the field, while still preserving the identification capabil-
ities.

The algorithm performs the following three main steps
(Fig. 3):

1. Extraction of edgels (edge element or edge pixel;
term borrowed from Martin Hirzer [8]) – typically, the algo-
rithm extracts around one hundred straight edge fragments
in the whole image. The image is processed in sparse hori-
zontal and vertical scanlines (Fig. 3A). When a video input
is being processed, the detected edgels are filtered based
on the previous detected position of the marker field. In
the tests we used a simple rectangular mask to filter out the
edges outside the area corresponding to the previously de-
tected marker field.

2. Determining two dominant vanishing points among
the edgels (Fig. 3B). Using homogeneous coordinates for
the vanishing point v and the pencil of lines li, all the lines
are supposed to be coincident with the vanishing point, i.e.

8i : v · li = 0. (4)

The coordinates of the lines in the real projective plane form
a 3D vector space without an origin (with an equivalence re-
lation). Points of the real projective plane correspond to hy-
perplanes passing through the origin, so the vanishing point

can be found by fitting a hyperplane through all the lines
(extended edgels) observed in the pencil. The line vectors
li are scaled so that each one’s magnitude corresponds to
the edgel length. In this way, the longer and more reliable
edgels are favored. The hyperplane’s normal is found as the
direction of the least variance by eigendecomposition of the
correlation matrix

C = (l0 . . . lN )(l0 . . . lN )T . (5)

Since matrix C is 3⇥ 3 and symmetric, decomposition can
be computed very efficiently.

3. Finding the grid of marker field edges as two groups
(pencils) of regularly repeated lines coincident with each
vanishing point. Two vanishing points v1,v2 define the
horizon (h = v1 ⇥ v2). Marker edges of one direction
can be computed using the horizon as (x̂ denotes normal-
ized vector)

li =ˆ

lbase + (ki+ q) ˆh, (6)

where lbase is an arbitrarily chosen base line through the
vanishing point, different from the horizon [13]. Parameter
k controls the line density and q determines the position of
the first line. A good simple choice for lbase is a line through
the center of the image (and through the vanishing point).

In order to find k and q, the value of (ki+q) is calculated
for every line (extended edgel) of the input group. These
values are clustered by simplified mean-shift and median
difference between cluster candidates. (The mean-shift box
kernel size with normalized image coordinates in our tests
was w = 0.05.) Each cluster is assigned an i and then over-
all optimal k and q are found by linear regression (Fig. 3C,
blue and green lines).

For simplicity, the algorithm description supposes that
a significant portion of the input image is covered by the
marker field. However, steps 2 and 3 of the algorithm
are conditionally applied on rectangular parts of the im-
age (quarters, ninths); in high-resolution images, the marker
field is thus found even if it covers an arbitrary fraction of
the camera input.

Mittwoch, 19. Juni 13

http://www.fit.vutbr.cz/~izacharias/papers/2013-CVPR-UMF.pdf
http://www.fit.vutbr.cz/~izacharias/papers/2013-CVPR-UMF.pdf


Evaluation of various binary descriptors 
using a systematic approach

Instead of just using the difference of two regions the 
idea is to “try” the combination of more regions, 
different sizes, filters etc.

Systematic evaluation of many possible combinations 
using a big dataset

Find a better descriptor!
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Monocular  (Stereo)
Visual Odometry
SLAM

Use only a single camera for motion estimation and mapping (up to scale)

create a feature map of the environment
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SeqSLAM

Appearance Based Localization / Place Recognition

https://wiki.qut.edu.au/download/attachments/104094381/
icra2012_milford_camera_ready.pdf?version=1&modificationDate=1331426338663
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Octotino

Robotino

Octomap

Laserscanner

Autonomy

RGB-D Visual Odometry
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Adaptive Multi-Affine 
Feature Matching

http://ranger.uta.edu/~gianluca/papers/PuAdCaMa_IROS11.pdf

Special Feature Matching strategy using geometric constraints
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Overview
Topic Short Description Assigned Team

Five Shades of
Gray Template Detection & Tracking

Systematic evaluation of binary 
descriptors Feature Descriptor Development global maximum

Mono/Stereo SLAM Simultaneous Localization and 
Mapping a_team

SeqSLAM Appearance-based Place 
Recognition grotteneumel

Octotino Mapping with Robotino wurzel

 Adaptive Multi-Affine Feature 
Matching

Feature Matching Strategy with 
geometric constraints

Sensor Fusion (BMW) Labcar Data; RGBD, Odometry, IMU 
Fusion

Boundingbox Filtering of Multi-
Object-Tracking (BMW)

Stereo Input, Labcar Input, Object 
Pose Filtering (EKF, ROS, PCL)
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