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From Reliability to Safety

Reliability has been defined as the probability of system function

survival.
“deliver a specified functionality under specified condition for a

specified period of time”

Requirements analysis gave us a list of functions, their failure
modes and an RPN so we could identify the most risky functions in
terms of failure (FMEA)

Once critical failure modes had been identified an FTA could be
used to look into root causes and/or combination of causes

We looked into architectures which can make functions more
reliable. We also introduced metrics (MTBF, failure rate) a
proposed architecture can meet
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From Reliability to Safety Il

However, we need to seperate functions which are critical because
their failure means reduced availability from those that mean loss
of lives or severe danger at the super system level. The latter is of
public interest, the former more of a performance gain.

Safety is about

Assessing the risk of those failures (similar to reliability)

Proposing risk reduction based on computer architecture and processes
(different to reliability since not every architecture might be allowed, we also
consider systematic failures to a great extent) — setting a target risk

Realizing a proposed system based on the proposed architecture — proving
that the design risk meets the target risk

Either those critical functions are made extremely reliable
(architectural choices) or a safety function is added which

iIntroduces an independent way of achieving safety (IEC61508 for
. . A. Walsch," IN2244 WS2012/13 Slide3
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Motivation

Therac 25 (1985-87, N. America) radiation therapy machine:
severe radiation overdose caused by software failure

Ariane 5 (1996) software exception causes self-destruct
Links

http://en.wikipedia.org/wiki/List of software bugs

http://catless.ncl.ac.uk/Risks

http://www.csl.sri.com/users/neumann/illustrative.html

http://wwwzenger.informatik.tu-muenchen.de/persons/huckle/bugse.html

http://page.mi.fu-berlin.de/prechelt/swit2/node36.html
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Hazards and Harm

Hazard
potential source of harm. Hazard is a system state resulting from a

failure.
[Guide 51 ISO/IEC:1990]

Harm
physical injury or damage to the health of people either directly or

indirectly as a result of damage to property or to the environment
[ISO/IEC Guide 51:1990 (modified)]

fault hazard
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Risk
a measure of the probability and consequence of a specified
hazardous event

Tolerable Risk

determined on a societal basis and involves consideration of societal
and political factors (the tolerable risk for running nuclear power plant
changed recently — but not the probability of failure!)

Residual Risk
risk remaining after protective measures have been taken

Risk assessment is necessary to phrase the missing safety
requirements for the requirements specification.
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Safety and Functional Safety

Safety
IS the freedom from unacceptable risk of physical injury or of damage

to the health of people, either directly as a result of damage to
property or to the environment

Functional safety
IS part of the overall safety that depends on a system or equipment
operating correctly in response to its inputs

According to IEC61508: Part of the overall safety relating to the
equipment and its associated control system which depends on the
correct functioning of electrical, electronic and programmable

electronic safety-related systems...... .

Overall Safety = Non-functional Safety + Functional Safety
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Safety-critical and Safety-related Systems

The term ‘safety-related’ applies to any hardwired or programmable
system where a failure, singly or in combination with other
failures/errors, could lead to death, injury or environmental
damage.

‘Safety-critical’ has tended to be used where failure alone, of the
equipment in question, leads to a fatality or increase in risk to
exposed people.

‘Safety-related’ has a wider context in that it includes equipment in
which a single failure is not necessarily critical whereas coincident
failure of some other item leads to the hazardous consequences.
-> we will use the term safety-related here
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SENCIWASIERLET

Today more and more the devices and products dedicated to the
safety of machinery incorporate complex and programmable
electronic systems.

Due to the complexity of the programmable electronic systems it is
In practice difficult to determine the behavior of such safety device
in the case of a fault.

Therefore the standard IEC/EN 61508 with the title “Functional
safety of electrical/electronic/ programmable electronic safety-
related systems” provides a new approach by considering the

reliability of safety functions.

It is a basic safety standard for the industry and in the process
sectors.
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SENCIWASIENLET LR

'EN 60204, EN 954-1
EN 51800-5-2, EN 61496
| EN 574, EN 418,150

2 s 1| 13840-1,150 13843-2
1 Interim Defence Standard EN 1088, IEC 62061

{ 00-56, 00-34, 00-55, D058

EN 298
EN 1954
EN 50156

JEG 61131-6

- IEC 61784-3
. Funglional Safety
5 Communication Erﬂﬁles

- 1EC 61158/IEC 61748-1/2
Fieldbus far use in industrial
control systems

IEC 61326-3-2
EMI and Functional Safaty

| IEC 1010, EN 50178 3

TUVINORD
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Safety Assessment

Establish a risk target (the actual system as designed will be
compared to the risk target at a later design step):

Formal hazard identification (FMEA, FTA) of not-protected system (np)

Set a maximum tolerable risk (society, etc.)

Carry out a quantified risk assessment on np system

Compare np system risk to maximum tolerable risk

What risk reduction is needed?
|dentify the safety function (the function will cause the hazard on
failure) and its quality

|dentification function (safety function) from FTA and FMEA

|dentification of safety function integrity (failure probability) from risk
reduction

|dentification of safety functlon response time requirement
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Risk and Risk Reduction (IEC61508)

Residual Tolerable EUC
risk risk risk
i Increasi
. . ncreasin
H Necessary risk reduction - g
= risk
H
i Actual risk reduction
-- 7
Pamal risk covered Partial risk covered | } -
by other technology by E/E/IPE i Pa‘:t;aelx::::‘:f;:r:d
safety-related safety-related $ | reduction facilities
systems systems i
i
Risk reduction achieved by all safety-related
systems and external risk reduction facilities
r
IEC 1 661/98

Consequence
of hazardous
event

Frequency of
hazardous
event

EUC and the
EUC control
system

External risk EIEIPE 4 hO‘thIer Tolerable
™1 reduction | ™ safety-related | ™ sa?‘:tyr}:’erggd risk
facilities systems systems target
Necessary risk reduction
-} -

4

reduction

Safety integrity of external risk reduction facilities and
safety-related systems matched to the necessary risk

IEC 1 662/98

EUC (from IEC61508):

System under control

E/E/PE (from IEC61508):
Electrical/electronic/programmable
electronic system

Source:
I[EC61508
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Published Tolerated Risk

Probability for nuclear meltdown: < 10~ pa (IAEA)

Probability of larger amounts of radiation in case of an accident:
<< 10 pa (IAEA)
Civil aviation:

. Catastrophic event: < 10 ph

Dangerous event: < 107 ph
. Other important flight operations: < 10-° ph

Railway interlocking systems (Deutsche Bahn): < 10-° per setting
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Safety Function and Safety Integrity Level (SIL)

Safety Function

function to be implemented by an electrical/electronic/programmable
electronic safety-related system, other technology safety-related
system or external risk reduction facilities, which is intended to
achieve or maintain a safe state for the equipment under control
(EUC), in respect of a specific hazardous event (from IEC61508)

Safety Integrity

probability of a safety-related system satisfactorily performing the
required safety functions under all the stated conditions within a
stated period of time (from IEC61508)

. The higher the level of safety integrity of the safety-related systems, the
lower the probability that the safety-related systems will fail to carry out the
required safety functions.

. There are four levels of safety integrity in IEC61508.
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Safety Integrity Level (SIL)

IEC 61508 considers two modes of safety function operation:

high demand mode

the frequency of demands (safety function requests) is greater than
one per year or greater than twice the proof check frequency (test
interval)

Think of a safety function that calculates a specific result on a
microprocessor (on failure of the safety function a wrong result is
communicated immediately which will lead to the hazard)

low demand mode
the frequency of demands no greater than one per year and no
greater than twice the proof test frequency

Think of a safety function requested on super-system failure only (e.g.

an actuator). On failure of the safety function the actuator is not used
i mm ed | ate Iy A. Walsch, IN2244 WS2012/13 Slidel5



Safety Integrity Level (SIL) I

Probability of failure per hour — PFH (rate since hazardous state is
entered immediately after failure)

Probability of failure on demand — PFD (dimension less since
hazardous state is measured agains number of demands)

SIL High demand Low demand

4 110°<PFH<10®*|10° < PFD <107

3 |10<PFH <107 | 10°* < PFD <107

2 1107 <PFH <10 | 107 < PFD <107
Source: T 1 10°<PFH <10 | 102 < PFD <107

IEC61508
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Safety Assessment in Requirements Analysis

|dentify failure modes as in reliability analysis to get safety function

FTA — do on super-system level to discover root causes (on system level) of
hazardous failures

Link those root causes (events) to failure modes and their effects

The safety function is a system function which will cause a hazardous failure
(safety function depends on the super-system)

Safety Integrity

Qualitative Methods
Quantitative Methods (Risk assessment, Reliability Block Diagrams)

Marketing (competitor analysis)
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Safety Function Example

FTA helps do discover events that could cause
hazards in final applications

Event is linked to failure mode(s) of our system

Onz>

Isolate failure modes and identify the safety O O
fu N Ct | on Evlent Ev;nt Evg,nt

Event 1 is caused by
our system

Function Failure Effect Si Classification Cause Oi Control (Prevention) Control (Detection) Di RPNi
Function 1 Failure mode 1 Event 1 10 Cause 1 4 Detection 1 6 240
Failure mode 2 Effect 2 8 Cause 2 2 Detection 2 6 96
Failure mode 3 Effect 3 1 Cause 3 3 Detection 3 6 18
Function2 Failure mode 1 Event 1 10 Cause 1 5 Detection 1 6 300
Failure mode 2 Effect 2 1 Cause 2 2 Detection 2 6 12
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Qualtitative Risk Assessment

- risk graph -

Rizk parametsr Clasafication Comments
conseguence (C) C; | wmnor Injury 1 The classmeation system nas been oevelogen
1o deal with Injury ang death 1o peaple. Othar
C; |Serlous permanent Injury classification schemes would need bo be developed
o one or mOre femsons; for environmental or material damage.
death to one pETson
. 2 For the Interpretation of C;, Gy, G and Cy, the
€3 | Death to several people consequences of the aceldent and normal healing W W W
Cs |very many people killed shall be taken Into account. 3 2 1
Frequency of, and Fy |Rare to more often expo- | 3 See comment 1 above. Cp X,
Sxpasure ime In, sUre In the Nazandous Zone a - -
the hazardous zone (F)
Fy | Frequent 1o permanent
axposure In the hazardous X
Zone H H 2
Starting point — - 1 a _———
Possiblity of avolding P; |Possinie unger certain 4 This parameater takes Into account . . Fy
the hazardous event [F) cONItions for risk reduction
— operation of 3 process (supenvised [le. operated . . c F P X
P, | AImost impossibie by skilied or unskilled persons ) or unsUpervised]; estimation B A B:_.g
- r3ate BTHE'l'HﬂFI'TI ent of ihe hazardows event Ly FEI B 2 1 a
[for example suddenly, quickly or slowiy); L3
— ease of recognition of danger (for example s2en . F P X,
Immiediately, datacied by technical measures ar A — 2
setecied wWilhout t2chnical measures); F 7 3 1
E
- awoldance of hazardous event (for example escape A
routes possiole, not possiole or possibia under B X
CEvkal, e ioNE Generalized arrangement Cp Fa _|—Il§ 4 3 2
5 :!1?_'43' Em EIIPEUI'EQDE iﬂlmlleﬁﬂﬂgﬂ“ may E?ﬁf (in practical implementations E Fa
mti" 2 IO 23 B E L o iy e the arrangement is specific to 2 Xe
the applications to be covered —ﬁ_h
Probability of the un- W, | & very slight pronabliity 5 The purpose of the W factar Is 1o estimate the by the risk graph) b 4 3
wanted occurrence | W) that the unwanted ocour- frequency of the unwanted occumenca taking place
rences will come to pass without the addition UTEI'I'!' &BTE‘IT‘-THEI‘.EH 5}‘61‘&[115
and only a few unwanted [E/E/PE or ather t2chnology ) but Including any - -
occurencas are |kely extemal risk reduction faciities. C = Consequence risk parameter --- = No safety requirements
wy | A slight probabiiity that £ If littie or no expeniance exists of the EUC, or the . ) - ; ;
the unwanted occurmencas EUC condral sysiem, or of a simiiar EUC and F = Frequency and exposure time risk parameter a = No special safety requirements
will come to pass and few EUC control system, the estimation of the . . .
unwanted oeoumensas W factor may be made by calculation. In such P = Possibility of failing to avoid hazard risk parameter b = A single E/E/PES is not sufficient
are lIkely an event 3 worst case prediction shall o2 made. ) )
W, |A reiatively nign propabity W = Probability of the unwanted occurrence 1, 2, 3, 4 = Safety integrity level
that the unwanted ocour-
rences will come o pass
and fraquent unwanted
QCCUImencas arg ||IE|}‘

Source:
|[EC61508

A. Walsch, IN2244 WS2012/13

Slide19




Quantitative Risk Assessment

Risk = Probability x Consequence

\ )

Maximum tolerable Individual risk

risk of fatality (per annum)

Employee 10~* .

Public 107° Catastrophic

Broadly acceptable risk Critical

(previously referred to as .

‘Negligible’ (Employee and public)) 107¢ Marginal

Negligible

Source:

Smith, Functional Safety

What are the hazards (state of the super-system)?, What is the

frequency of occurrence (rate, probability)?, What are the

consequences (narm)? 5 waiseh, n2244 ws2012/13 Slide20



Quantitative Risk Assessment Il

Consequence
of hazardous

Risk (Ryp) = Fyp x C

Risk < R,

avent

Frequency of
hazardous
event

EUC and the
EUC control
system

Source:
|[EC61508

where R, = F,xC
Y

Safety-related protection system required to
achieve the necessary risk reduction

Necessary risk reduction (AR)

¥

Safety integrity of safety-related protection system
matched to the necessary risk reduction
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risk
target

IEC 1 665/98
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Quantitative Risk Assessment Example

The maximum tolerated fatality (harm) rate (one person dies) of a
super-system has been decided to be 10 pa (society, discussions).
102 of the hazards under investigation lead to harm. From an
iIndependent assessment we know that the system as built today (no

additional risk reduction) fails at 2 x 10" pa (failure rate of the safety
function).

(a) Do we need an additional safety system?

(b) What quality (failure rate, etc.) must an additional safety system
have if mandatory?
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Quantitative Risk Assessment Example

Tolerated risk:
Risk = C x F; C = consequence, F = failure rate

Tolerated failure rate:
F = Risk/C = 10~ pa/102 = 103 pa (tolerated failure rate)

(a) yes, we need an additional risk reduction for the safety function
since the failure rate of 103 pa is less than what we can achieve
currently (2 x 10! pa)

(b) To minimize the risk the failure rate of an improved super-system
must be addressed. Failure rate of the super-system is some function
of the failure rate of the safety function in our system (RBD, FTA)
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Where are we?

We know that there are critical functions in our system that
iInfluence the proposed super-system (hazardous failure):

What can we do about that?
Are there any architecturural or technology decisions we should make early
on?

What metrics do we have?
At this point we have only used categories (SIL) — but how are those
categories related to future computer designs (architectures)?
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Architectures

A cost

SiL4

SIL3 /
1002 /

SIL2 /
1002D 2003 2003D
1001D /

SIL1 /

002

availability
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Architectures i

Safe failure fraction Hardware fault tolerance (see note 2)
0 1 2
<60 % Not allowed SIL1 SIL2
60 % — < 90 % SIL1 SIL2 SIL3
90 % — < 99 % SIL2 SIL3 SIL4
>99 % SIL3 SiL4 SiL4
NOTE 1 See 7.4.3.1.1 to 7.4.3.1.4 for details on interpreting this table.
NOTE 2 A hardware fault tolerance of N means that N + 1 faults could
cause a loss of the safety function. Source:
NOTE 3 See annex C for details of how to calculate safe failure fraction. |[EC61508

Besides providing a specific quality (failure rate) a safety function
must be hosted by a specific architecture in context of IEC 61508

Besides architecture constraints also specific fault detection
mechanisms must be realized by the final design. This is
expressed by the safe failure fraction (SFF)
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Safe Failure Fraction (SFF)

Aou
Dangerous Dangerous Safe Safe
detected undetected undetetcted detected

Failure (this is the same failure rate as in the last lecture) can
happen in a safe or dangerous way. Detection mechanisms are
software enabled in the context of complex systems (involving
microcomputers).

SFF=1-Agu/Aotal > Mota = Aau + Aag + Asy + Asq
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Architectures lll

-1001D -

Single channel system with additional diagnostics capability

If a failure is detected by the diagnostics part the safety function will
provide its specified output.

+
Diagnostic Circuit(s) ’.
A A B A"t
Output Circuit
Sensor * Input Circuit [I_-_Ob"c Solver .
o Circury 1
A i L_ Actuator
MP Faud torsan

Source:
Goble, Control Systems
Safety and Reliability
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Where are we?

We know that there are computer architectures that can improve
the quality of the safety function

We need to know this early on since those architectures could add cost and
additional effort in HW and SW design

If safety needs to be certified we need to go by some recommended
functions

Safety function integrity can be imroved by the means of detection
mechanisms (software)
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Systematic Failures

Depending on the SIL level under consideration the design process
might be more rigorous

A safety function always comes with a real-time requirement — the
fault detection response time — which is the hard deadline until a
fault which might lead to a dangerous failure must be detected
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Functional Requirements

Functional Requirement
Core system function used to fulfill the system purpose — we ask
what must the system do?

Inputs and associated outputs (valid inputs, invalid inputs,
warnings, errors)

Formats for I/O
User Interfaces and different roles (technician, customer, ...)
States of the system (operational, error)

Failure modes
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Functional Requirements Capture

Look at system as black-box

Look at what it interacts with
Other systems, devices, users (identified as user-roles)
UML: use case diagram

Look at how it interacts
Data flow, control
UML: sequence diagram

Traditional, basic form: textual, according to some template or
standard form (text document, unique 1D)

Model-based form: use case and sequence diagrams (UML) +
textual description
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Functional Requirements

- Textual Examples -

“The system shall connect to a pressure sensor with 4 — 20 mA
interface.”

“The system shall not supply power to the pressure sensor.”

“The system shall indicate a violation of input range by an “out of
range” error message according to [std. xyz.] if the current input is
less than 5 mA or more than 19 mA.”

“All pressure readings shall be communicated via the CAN bus.”

“All pressure readings shall be communicated according to [std.
XyZ]”
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Functional Requirements

- Model Driven Development (MDD) Example -

i

Can Bus

@_

Pressure
Sensor

Temperature Technician

Measure
Pressure

Sensor
@ Signal Health
User \

' _
Request health | request I
information I e
Acknow!edge health U information . H
information = Functional View

= Actors = external users or devices
= Use cases = functions
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MDD Example I

«Interface» I «Interface» I
_9
Control
Pressure > /
Sensor Can Bus
\ /
_9
.
Temperature «Interface> Technician
Sensor
/

\@ Halt
User
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Non-Functional Requirements

Non-Functional Requirement
Constraints on implementation — How should the system be?

Includes

Global constraints that influence system as a whole (shock,
vibration, temperature,...)

Function performance (response time, repeatability, utilization,
accuracy)

The “-ilities” (reliability, availability, safety, security,
maintainabllity, testability, ...)

Other quality (ease of configuration and installation, ...)

A. Walsch, IN2244 WS2012/13 Slide36



Non-Functional Requirements Capture

Look at system as black-box

Look at real-time aspects
e.g. response time

Data quality
accuracy, precision, sampling rate

Refine functional requirements — make more specific and
testable

Look at comparable systems (prior art, competitors)

Look at new laws or regulations (e.g. disasters — Fukushima,
Deepwater Horizon)

Safety and reliability
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Non-Functional Requirements

- Textual Examples -

“Pressure samples shall be taken every 1s.”

“The response time for pressure measurement shall be less than
10ms.”

“Reliability: 1000 FIT”

“The measurement shall have an accuracy of 2%.”

“The measurement shall be repeatable with a precision not less
than 0.5%.”

“The system shall meet the safety criteria according to [std.].”

Reference value

A

Probability Accuracy
density B E

Source:
wikipedia

>

< Precisi » Value
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A final Look at Requirements

Validity
Does the system provide the functions which the customer
expects?

Consistency
Are there any requirements conflicts?

Completeness
Are all functions required by the customer included? Are more
functions included?

Realism
Can the requirements be implemented given available budget
and technology -> feasibility?

Verifiability

Can the requirements be tested?
A. Walsch, IN2244 WS2012/13 Slide39



Traceability

Traceability

Traceabillity is concerned with the relationships between
requirements, their sources and their design implications.
Traceability can be a requirement itself.

Source traceability

Links from requirements to stakeholders who proposed these
requirements

Requirements traceabillity
Links between dependent requirements
Design traceabillity

Links from the requirements to the design
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Requirements Specification Structure

Typical document layout:

Requirement Specification

1. Objective

2. System Description (boundary, interfaces, major
components)

Functional Requirements

Non-functional Requirements

Mechanical Constraints

Environmental Constraints

RAMS (safety in a sperate document)

L

All requirements get numbers which allow forward and
backwards tracing.
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Questions?
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